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•

Applications:

Wilsonian vs. Continuum EFT ;  
 “ Differential EFT’s ” and a tiling formula

Rapidity factorization with singular convolutions

Understanding collinear singularities in jets

•

• Confirmation with non-relativistic systems

• Singularity problems in field theory

eg. annihilation effects in B → Kπ

•

• Singularities and momentum space modes
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Hard processes with large momentum transfer:

7

VII. NRQCD

e+e− → positronium (NRQED)

pe− → Hydrogen (NRQED)

bb̄, cc̄ → Υ, J/Ψ (NRQCD)

tt̄ → e+e− → tt̄ (NRQCD)

NN → deuteron (few nucleon EFT)

(66)

ψ(x) =
∑

p

eip·xψp(x) (67)

i∂µψp(x) ∼ (mv2)ψp(x)

LNRQCD = Lultrasoft + Lpotential + Lsoft (68)

VIII. SCET

Process Non-Pert. functions Utility

B̄0 → D+π−, . . . ξ(w), φπ study QCD

B̄0 → D0π0, . . . S(k+
j ), φπ study QCD

B → Xendpt
s γ f(k+) new physics, measure f

B → Xendpt
u 'ν f(k+) measure |Vub|

B → π'ν, . . . φB(k+), φπ(x), ζπ(E) measure |Vub|, study QCD

B → γ'ν, γ'+'− φB measure φB, new physics

B → ππ, Kπ, . . . φB, φπ , ζπ(E) new physics, CP violation,

φK̄ , ζK(E) study QCD

B → K∗γ, ργ φB, φK , ζ⊥K∗(E) measure |Vtd/Vts|
φρ, ζ⊥ρ (E)

B → Xs'+'− f(k+) new physics

e−p → e−X fi/p(ξ), fg/p(ξ) study QCD , measure p.d.f’s

pp̄ → X'+'− fi/p(ξ), fg/p(ξ) study QCD

e−γ → e−π0 φπ measure φπ

γ∗M → M ′ φM , φM ′ study QCD

e+e− → jets study universality

e+e− → J/ΨX study QCD
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Υ → Xγ

E

mt

pp → J/ΨX

Factorization: separation of short distance (perturbative) 
physics from long distance dynamics

pp→ HX

σ =
∑

ij

∫
dx1dx2σ̂(ij → H + X, µ)fp

i (x1, µ)fp
i (x2, µ)

at the LHC:

−

αs(µ)
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B - decays by weak interactions:

B → Dπ B → π"ν̄

B → ππB → ρρ

B → Kπ

B → K∗γ
B → ργ

B → Xu!ν̄

B → D∗η′
B → γ"ν̄E

mt

dΓ
dEγ

=
∣∣C(mb, µ)

∣∣2
∫

dk+ImJP (k+, µ)S(2Eγ −mb + k+, µ)

B → Xsγ

Factorization: separation of short distance (perturbative) 
physics from long distance dynamics

Eγ ! ΛQCD

αs(µ)



Does factorization always work?

σ = σ(0) + σ(1) + σ(2) + . . .

Γ = Γ(0) + Γ(1) + Γ(2) + . . .

σ(k),Γ(k) ∼
(ΛQCD

Q

)k

Can we separate each term into well 
defined short & long distance parts?

√
OPE (as in DIS, B → Xceν̄, . . . )

Given an experimentally measurable observable:

? Other processes treated on a case by case, order by order basis

Effective theories (SCET, ...) allow us to formulate the long &
 short distance split with operators and Wilson coefficients 
 order by order.  Obtain relations between how factorization 
 works in different processes. 



What can go wrong? convolution singularities
∫ 1

0
dx C(x)φπ(x) =

∫ 1

0
dx

φπ(x)
x2

∼
∫

0
dx

1
x

=?

here φπ(x) is the twist-2 pion distribution function

(A common property of these singularities is that they are not
regulated by dimensional regularization.) 



What can go wrong? convolution singularities

 A common property of these singularities is that they are not
regulated by dimensional regularization. 

∫ 1

0
dx C(x)φπ(x) =

∫ 1

0
dx

φπ(x)
x2

∼
∫

0
dx

1
x

=?

here φπ(x) is the twist-2 pion distribution function

Need to formulate EFT’s like SCET without using dim.reg.



In a large number of cases, this type of singularity 
does not occur, the convolutions are finite. 

These are not the cases we will focus on today.

We can proceed to sum logs with anomalous dimensions, 
compute perturbative matching corrections, 

fit the nonperturbative functions, 
and do phenomenology. 



Singular Examples: tend to occur at subleading power 
                         or  
  in more differential observables

•

large Q2 pion form factor at subleading twist•

•

•

•

•

•

•

•

•

the γ∗ρ→ π form factor, Fρπ ∼ 1/Q4

’t Hooft model (large Nc) form factors at LO in 1/Q2

large Q2 Pauli nucleon form factor, F2

Drell-Yan at low transverse momentum
semi-inclusive DIS, e−p→ e−π(k⊥)X

B → πeν̄ form factor
annihilation power corrections in B → Kπ

B̄0 → DsK− decays with mb,mc " ΛQCD

. . .

{
Szczepaniak, Henley, Brodsky (‘90)

Burdman, Donoghue (‘92)

Charles et.al. (‘98)
Belyaev, Khodjamirian, Ruckl (‘93)

Bagan, Ball, Braun (‘98)
Beneke, Feldmann (‘01)

Bauer, Pirjol, I.S. (‘01)
Kurimoto, Li, Sanda (‘02)

A representative list

More recently:

Bauer, Pirjol, I.S. (‘02)
Becher,Hill,Lange,Neubert (‘03)

Beneke, Feldmann (‘03)

Einhorn (‘76)

for B → π"ν̄ :



Lets look at two specific examples.

ii)  B → π"ν̄

i)  k⊥-dependent parton distribution functions



Parton Distribution Functions in DIS

Standard (integrated) p.d.f.

f(x, µ) =
∫

dy−

4π
e−ixp+y−〈p|ψ̄(0, y−, 0⊥)Wn(y−, 0)γ+ψ(0)|p〉ren

Wn(y−) = P exp
(
ig

∫ ∞

0
ds n·A(ns + ny−)

)

n2 = 0

Consider quark m.elt. in light-cone gauge, or with          lines in Feyn. gauge: Wn

f0(x, k⊥) = δ(1− x)δd−2(k⊥)tree

∫
dx ddk⊥ t(x, k⊥)f1(x, k⊥)qq =

g2

16π3

∫ 1

0
dx ddk⊥

[
t(x, k⊥)− t(1, 0⊥)

]{ 4
(1− x)

1
k2
⊥ + m2

gx + m2(1− x)2
+ . . .

}
singularone-loop

Wn(y−, 0) = W †
n(y−)Wn(0)

∞

0

y
W †

n

Wn

I

f(x, µ) =
〈
p
∣∣χ̄ δ

(
x− P†

p+

)γ+

p+
χ
∣∣p

〉or
in SCET

χ(k+) =
∫

dy−e−iy−k+
W †

n(y−)ψ(y−)

χn,k+ = (W †
nξn)k+

Collins  (hep-ph/0304122)

f(x, k⊥, µ)=
∫

dy−dy2
⊥

16π3
e−ixp+y−+ik⊥·y⊥f(y−, y⊥, µ)

f(y−, y⊥, µ) ?= 〈p|ψ̄(0, y−, y⊥)(· · · )γ+ψ(0)|p〉ren

k⊥ dependent p.d.f. also Brodsky et al, 
hep-ph/0003082
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f(y−, y⊥, µ) ?= 〈p|ψ̄(0, y−, y⊥)(· · · )γ+ψ(0)|p〉ren

k⊥ dependent p.d.f.
in SCET

Proposed Definitions

f(y−, y⊥, ζ, µ) = 〈p|ψ̄(0, y−, y⊥)W †
u(y)Iu(y, 0)γ+Wu(0)ψ(0)|p〉

ζ =
(p · u)2

u2

f(y−, y⊥, ζ, µ) =
〈p|ψ̄(0, y−, y⊥)W †

n(y)In(y, 0)γ+Wn(0)ψ(0)|p〉
〈0|W †

n(y)Wu′(y)In(y, 0)I†u′(y, 0)Wn(0)Wu′(0)†|0〉

Wu

W †
u

u2 != 0

χn,k+ = (W †
nξn)k+

χ(k+) =
∫

dy−e−iy−k+
W †

n(y−)ψ(y−)

n2 = 0
Wn(y−, 0) = W †

n(y−)Wn(0)

∞

0

y I

also Brodsky et al, 
hep-ph/0003082



B → π"ν̄

B M

Λ~p 22 Λ~p 22Λ~p2 Q

~p2 Q2

Requires a power 
suppressed interaction

needs time-ordered 
products 

SCET1

with
L

(1)
ξq = (q̄Y )ig /B⊥

n,ω′χn ,

Q(1)
= χ̄n,ωig /B⊥

n,ω′ΓH
n

v

Q(0)
= χ̄n,ωΓH

n

v

f(E) =
∫

dz T (z,E) ζBM
J (z,E) + C(E) ζBM (E)

Step 1:

Q2 ! QΛ

no singularity
problem here

same functions in 
universality at EΛ

B → ππ Bauer, Pirjol,
Rothstein, I.S.

...



SCET11

ζBM
J (z) = fMfB

∫ 1

0
dx

∫ ∞

0
dk+J(z, x, k+, E)φM (x)φB(k+)

(further factorization)

ζBM = ?
4

While this introduces a factor of Y † into the leading cur-
rent, it only appears in the combination Hv = [Y †hv]

J (0) = CΓ(ω1)
(

ξ̄(0)
n W (0)

)

ω1
ΓHv . (12)

The situation is similar in L(1)
ξq and L(2b)

ξq , where usoft
fields/interactions now only appear in the combination
Q = [Y †qus]. On the other hand we have

L(1)
ξξ = ξ̄(0)

n

[

Y †iD/⊥usY
] 1

in̄·D(0)
c

iD/(0)
c,⊥

n̄/

2
ξ(0)
n + h.c.,(13)

L(2a)
ξq = ig ξ̄(0)

n
1

in̄·D(0)
c

[

Y †M/ Y
]

W (0)Q + h.c. .

Thus, the time-ordered products fall into two categories:
“factorizable”, T F

{0,1,2,3}, in which the usoft interactions

all occur in Hv and Q , and “non-factorizable”, T NF
{4,5,6},

with an additional [Y †Dµ
usY ] or [Y †M/ Y ]. It can be

clearly seen that there is no double counting when the
soft and hard contributions are defined this way. The
matching onto SCETII for these two cases is discussed
separately.

For the factorizable terms T F
i = T [JF

i , iLF
i ] each JF

and LF splits into collinear and usoft parts in SCETI ,
JF = T ′(ωj)J ωj

ΓHv, LF = QJ + h.c., where J ’s de-
note products of collinear fields. To factorize these time-
ordered products we follow Ref. [7]. From momentum
conservation we have ω1 + ω2 → n̄ ·pM of meson M , so
we suppress this dependence and let ω̄ = ω1−ω2. With
this notation we can write

T F
i = T ′

i (ω̄)

∫

d4xT
[

Jω̄(0)ΓH(0) Q(x)J (x)
]

(14)

= Ti(ω̄)

∫

d4xT
[

Jω̄(0)ΓcJ (x)
]

T
[

Q(x)ΓsH(0)
]

,

where T ′
i (ω̄) is {CΓ(n̄·pM ), Ba

Γ(n̄·pM ), Bb
Γ(n̄·pM , ω̄), CΓ(n̄·

pM )}. In the second line we performed a Fierz trans-
formation on the color and spin indices, absorbing pref-
actors to give T (ω̄), and dropping a T A ⊗ T A which
gives no contribution in SCETII . We now lower the off-
shellness of the external collinear particles to p2

c ∼ Λ2.
The T F

i run exactly like their JF
i currents. Since we

have explicitly kept the usoft part of the momentum
of collinear particles, matching onto SCETII amounts to
setting pc

⊥ = n ·pc = 0 on external lines and expanding
the T F

i ’s. Matching at µ0 %
√

QΛ the usoft fields become
soft (eg. Y → S), and the collinear T-product matches
onto a bilinear collinear quark operator in SCETII ,

T
[

J ω̄(0)J (x)
]

= δ(x+)δ2(x⊥)

∫

dη̄

∫

dk+e
i
2

k+x−

(15)

×J(ω̄, η̄, k+) [ξ̄II
n WΓcδ(η̄−P̄+)W †ξII

n ] .

The jet function J(ω̄, η̄, k+) is the Wilson coefficient for
this matching step. Inserting this in (14),

T F
i =

∫

dω̄ dη̄ dk+ T (ω̄) J(ω̄, η̄, k+) O(η̄, k+) , (16)

O(η̄, k+) = [ ξ̄II
n W δ(η̄−P̄+)ΓcW

†ξII
n ][ q̄sSΓsδ(P+−k+)S†hs

v ],

a)

J
(m )

L!q
(n )" 

b)

J
(m )

L!q

L!!
(n " " 

(n )" 

)

FIG. 3: Tree level graphs in SCETI . The graphs in a) are
from T1,2,4, while those in b) are from T0,1,3,4,5,6.

where O(η̄, k+) is the full operator in SCETII . Now
taking the SCETII matrix element gives

〈Mn|O(η̄, k+)|Bv〉 = NfMfB φM (x)φ+
B(k+) , (17)

where N is a normalization factor and x = η̄/(4E)+1/2.
Combining Eqs.(16) and (17) reproduces Eq. (3).

For the non-factorizable operators T NF
i , it is not possi-

ble to write the matrix elements as in fF . Instead when
matched onto SCETII these terms give fNF in Eq. (4)
and should be understood to define the soft nonperturba-
tive effects for the form factors. It remains to show that
they satisfy the form factor relations [4, 16]. Since the rel-
evant time-ordered products only contain the current J0,
the argument is the same as in [4]: any Dirac structure
in heavy-to-light currents can be reduced to only three,
ξ̄nWhv, ξ̄nWγ5hv and ξ̄nWγµ

⊥hv. These three operators
contribute only to B → P , B → V|| and B → V⊥, re-
spectively, where P , (V||, V⊥) denote pseudoscalar, (lon-
gitudinally, transversely) polarized vector mesons. For
J0 this is true even in arbitrary time-ordered products
with Lagrangian insertions, since Lagrangians are parity
even Lorentz scalars. The fF term breaks these relations,
but is calculable. At higher order in λ non-factorizable
contributions will also break these relations, since sub-
leading currents appear in time-ordered products with
nonfactorizable Lagrangian insertions.

The matrix elements of T F
1,2 contain only φ+

B to all or-

ders in αs since inserting a projector next to ξn in L(1)
ξq ,

the qus appears as q̄usn/n̄/ in the Fierzed operators. On
the other hand, T F

3 (which may contribute at O(α2
s))

has only q̄usn̄/ and so is proportional to φ−
B . However,

T F
3 ’s matrix element involves J0 and therefore satisfies

the same symmetry relations as the nonfactorizable ma-
trix elements in fNF [21]. Therefore it can be absorbed
into a redefinition of the ζM

k ’s to all orders in perturba-
tion theory.

The last step is to understand the power counting of
the two contributions in Eqs. (3,4). When we expand to
match onto SCETII the new operators and coefficients
scale with 1/Q in the same way as those in SCETI, up
to a global 1/Q from switching from the ξI

n to ξII
n fields.

The one exception is T F
0 , since it is odd in the number

of D⊥
c derivatives and this extra ⊥ gets suppressed by

at least one power of λ. Therefore, T F
i and T NF

i con-
tribute at the same order in 1/Q to the form factors. We
find a generic form factor to scale as (Λ/Q)3/2, which is
Λ2/Q2 suppressed compared to the scaling in mb near
q2
max derived from HQET [10].

endpoint singularity

which make them ill-defined, even in dimensional regularization. In previous computa-

tions, it has been argued that these pinch singularities should be dropped in evaluating

box graphs at any order in v [9, 11, 12]. Pinch singularities are also a problem for the

method of regions [13]. A direct application of the method of regions for d4k leads

to ill-defined integrals, so it should only be applied to NRQCD after first doing the

energy integrals. The zero-bin subtraction modifies the soft box graphs so that pinch

singularities are absent, and the graphs are well defined.

2. The zero-bin subtraction automatically implements the previously studied pullup

mechanism in NRQCD [14, 15], which was shown to be a necessary part of the defini-

tion of this type of theory with multiple overlapping low energy modes. Through the

pullup, infrared (IR) divergences in soft diagrams are converted to ultraviolet (UV)

divergences and contribute to anomalous dimensions.

3. There is a similar pullup mechanism at work in SCET for collinear diagrams. The

anomalous dimensions of the SCET currents for endpoint B → Xsγ and B → Xu"ν̄

were computed in Ref. [1, 2] from the 1/ε and 1/ε2 terms. Some of these terms in the

collinear graphs are actually infrared divergences. The zero-bin subtraction converts

these infrared divergences to ultraviolet divergences so that IR-logs in QCD can be

resummed as UV-logs in the effective theory. This formally justifies the results used

for anomalous dimensions in these computations, and in subsequent work for other

processes with similar anomalous dimensions eg. [16, 17, 18, 19, 20, 21].

4. In high energy inclusive production such as γ∗ → qq̄g, there is a potential double

counting at the corners of the Dalitz plot in SCET, which is resolved by properly

taking into account the zero-bin in both fully differential and partially integrated

cross sections.

5. In high energy exclusive production, such as γ∗ → πρ or γ∗ → ππ, there are un-

physical singularities in convolution integrals of some hard kernels with the light-cone

wavefunctions φπ(x). For example

∫ 1

0

dx
φπ(x)

x2
,

(2)

which is divergent at x → 0 if φπ(x) vanishes linearly as x → 0. The same is true for

exclusive light meson form factors at large Q2, as well as processes like B → π"ν̄ and

B → ππ for Eπ " ΛQCD. The zero-bin subtraction implies that these kernels must be

treated as a distribution we call ø, and have a finite convolution with φπ(x):

∫ 1

0

dx
φπ(x)

x2
→

∫ 1

0

dx
φπ(x)

(x2)ø
=

∫ 1

0

dx
φπ(x) − φπ(0) − xφ′

π(x)

x2
< ∞ . (3)

4

= ???

Step 2: QΛ! Λ2

for phenomenology
ζBM (E)  is left
unfactorized

but:

ok:

f(E) =
∫

dz T (z,E) ζBM
J (z,E)

+ C(E) ζBM (E)
B M

Λ~p 22 Λ~p 22Λ~p2 Q

~p2 Q2

one x  from the Wilson line
one x  from the gluon propagator



Do we know of other examples of 
singularities of this type?



Three singularities in non-relativistic field theory

1)
Appelquist, Dine,

Muzinich (‘78)Static potential in perturbative QCD is IR divergent

E ∼ mv

static potential 
involves soft gluons
E ∼ !p ∼ mv

log singularity is 
cutoff by E ∼ mv

2

an ultrasoft energy

V (q) = −4παs(µ)
q2

[
1 +

αs(µ)
4π

{
a1 + β0 ln

(µ2

q2

)}
+

(αs(µ)
4π

)2{
a2 + (β1 + 2β0a1) ln

(µ2

q2

)
+ β2

0 ln2
(µ2

q2

)}

+
(αs(µ)

4π

)3{
8π2C3

A ln
(E2

IR

q2

)
+ . . .

}

2) Lamb shift in positronium

both e- can recoil, here soft and ultrasoft regions contribute•

• the soft region has an IR divergence, which 
matches the UV structure of the ultrasoft

eg.  Pineda-Soto ‘98 in dim.reg.



3)
pinch singularity with two heavy static (soft) particles

I. INTRODUCTION

Many problems of interest in quantum field theory have several momentum scales, and are

efficiently treated using effective field theory (EFT) methods. One constructs a sequence

of effective field theories which focus on one scale at a time. This greatly simplifies the

calculations, partly because new symmetries emerge, and partly because Feynman graphs

in each effective theory are much simpler to evaluate than the multiscale integrals of the full

theory. More recently, theoretical methods have been developed which allow one to analyze

field theories with several small momentum scales which are coupled by the dynamics. In

these theories, it becomes necessary to treat the coupled momentum scales simultaneously

within a single effective theory, rather than sequentially in a series of several different effective

theories. Examples of theories with coupled scales are the soft-collinear effective theory

(SCET) for energetic particles [1, 2, 3, 4], and any non-relativistic theory where the kinetic

energy is a relevant operator, examples being non-relativistic QED (NRQED) [5] and non-

relativistic QCD (NRQCD) [6, 7, 8, 9, 10].

We wish to discuss an issue in the separation of infrared (IR) regions which appears at

first to be a technical subtlety, but turns out to have important physical ramifications. It

results in a tiling theorem for IR modes in quantum field theory. In the examples we discuss,

it has to do with the proper treatment of soft modes in NRQCD/NRQED and of collinear

and soft modes in SCET. In NRQED, the photon field of the fundamental QED theory is

replaced by two fields, describing soft and ultrasoft (usoft) photons with energies of order

mv and mv2 respectively, where v ! 1 is the typical fermion velocity in the non-relativistic

bound state. The soft and usoft NRQED gauge fields are Aµ
p (x) and Aµ(x), where p is a label

momentum of order mv, and k, the Fourier transform of x, is of order mv2 [8]. The two fields

describe photons with momenta p+k and k, respectively. In the special case that p = 0 (the

zero-bin), the soft photon becomes ultrasoft, and there is a double-counting of modes. To

avoid double counting, the soft sector of the theory must have the additional constraint that

p "= 0. This paper explores the consequences of implementing zero-bin constraints for soft

modes in NRQED/NRQCD, and the analog for collinear modes in SCET. In loop graphs, for

example, the sum over soft intermediate states should be
∑

p !=0 rather than the conventional
∑

p. The difference, as we discuss in detail, is that conventional results have to be modified

by zero-bin subtractions.

The zero-bin subtraction solves a number of problems in NRQCD and SCET, and also

resolves the long standing puzzle of divergent convolutions in QCD factorization theorems.

We discuss several applications:

1. Soft box graphs in NRQCD have unphysical pinch singularities in the energy integral,

∫

dk0

(k0 + i0+)(−k0 + i0+)
f(k0) , (1)

3

(0,E;p1,0) (0,E;p2,0)

(0,E;-p1,0) (0,E;-p2,0)

(p
0
,E+k

0
;p1+p,k)

(-p
0
,E-k

0
;-p1-p,-k)

(p
0
,k
0
;p,k) 0

,k
0
;p-r,k)(p

FIG. 8: Soft box graph in the effective theory. The zigzag lines are soft gluons, the double lines

are soft quarks, and the single lines are potential quarks. For each line we show (label energy,
residual energy; label momentum, residual momentum).

where the usoft subtractions Ibox
1,2 are for (p0 = 0,p = 0), (p0 = 0,p = r) respectively. In

addition one also has a potential subtraction for p0 = 0,

Ibox
3 =

∫

dDp

(2π)D

1

p0 + iε

1

−p0 + iε

1

−p2 + iε

1

−(p − r)2 + iε
. (26)

Now this p0 = 0 subtraction overlaps with the usoft subtractions, so we have to add back

the double subtractions, the (p0 = 0) limit of Ibox
1,2 :

Ibox
4 =

∫

dDp

(2π)D

1

p0 + iε

1

−p0 + iε

1

−p2 + iε

1

−r2 + iε
,

Ibox
5 =

∫

dDp

(2π)D

1

p0 + iε

1

−p0 + iε

1

−r2 + iε

1

−(p− r)2 + iε
. (27)

The complete expression for the soft box graph is

Ibox
S = Ĩbox

S − Ibox
1 − Ibox

2 − Ibox
3 + Ibox

4 + Ibox
5 . (28)

Both Ĩbox
S and Ibox

3 have pinch singularities in the p0 integral, from the poles at p0 = ±iε,

and are ill-defined. However, for the result in the effective theory, we don’t need the separate

integrals, but only the difference Ĩbox
S − Ibox

3 , which has no pinch. We have

Ĩbox
S − Ibox

3 =

∫

dDp

(2π)D

1

p0 + iε

1

−p0 + iε
×

{

1

(p0)2 − p2 + iε

1

(p0)2 − (p− r)2 + iε
−

1

p2 + iε

1

(p− r)2 + iε

}

. (29)

One can evaluate the p0 integral in Eq. (29) using contour integration. The result is the same

as doing Eq. (18) by contours and dropping the pinch pole at p0 = 0, since the integrand of

Eq. (29) has no p0 pole and the subtraction term does not introduce any new poles in p0.

23

1

k0
−

k2

2m
+ iε

(Simple!)

Several ways out here:

finite T,  exp(i T  V(r)),  calculate V(r)
Gatheral’s non-abelian exponentiation theorem
Avoid these poles in the contour integration

   eg.  static potential for color octet state at two-loops
(Kniehl, Penin, Schroder, Smirnov, Steinhauser ‘05)

2PI effective action



Non-Relativistic EFT  (NRQCD,  NRQED)Degrees of Freedom

Momentum Regions

k0
k

hard: m m integrate these out

potential: mv2 mv ptnl gluons are not propagating

soft: mv mv radiative corrections, binding

ultrasoft: mv2 mv2 need multipole expansion

• E = p2/(2m) ∼ v2, count powers of v

O(v0) Kinetic Terms give potential quarks ψ, χ ∼ v3/2

soft gluons Aµ
s ∼ v (scale µS)

ultrasoft gluons Aµ
us ∼ v2 (scale µU )

Iain Stewart – p.4

p0

p

p

Λ1

Λ2

0
0

u

s

Λ

Λ

hardm

mv

mv2

mmvmv2

a)

3)

1,2)

These singularities come 
from taking a double limit:

3) k0 !
k

2

2m
, then k0 → 0

soft overlaps potential region

1,2) kµ
! E, then kµ

→ 0

soft overlaps ultrasoft region

A different momentum space
mode properly describes the 
the infrared in the region of 

the singularity.



Soft - Collinear EFT

p+

cn

Λ1

Λ2

0
0

u

Λ

Λ
hard

λ2

2

a) p-

Q

λQ 0

cn

λQ λQ 0

SCETI

!!

usoft particles

n-collinear 
       jet

n-collinear 
       jet

m
2

X ∼ ∆
2

Λ
2
! ∆

2
! Q2 Jet constituents : pµ

∼

(∆2

Q
, Q,∆

)

∼ Q(λ2, 1, λ)

λ ∼

∆

Q

A formalism for jets.
I

eg. e
+
e
−

→ 2 jets

8

pµ
π = (2.310 GeV, 0, 0,−2.306 GeV) = Qnµ Q " ΛQCD nµ = (1, 0, 0,−1) n2 = 0

Basis vectors nµ, n̄µ with n2 = 0, n̄2 = 0, n·n̄ = 2

pµ =
nµ

2
n̄ · p +

n̄µ

2
n · p + pµ

⊥

gµν =
nµn̄ν

2
+

n̄µnν

2
+ gµν

⊥ (69)

p+ ≡ n · p, p− ≡ n̄ · p

eg. n̄µ = (1, 0, 0, 1)

(p+, p−, p⊥) ∼ (Λ, Λ, Λ)

m2
X ∼ m2

B OPE in 1/mb (not SCET)

m2
X ∼ Λ2 not inclusive

m2
X ∼ ΛQ

Jet constituents: pµ ∼ (Λ, Q,
√

QΛ) ∼ Q(λ2, 1, λ)

λ ∼
√

Λ/Q

Usually m1 " m2 and
∑n

i=1 Ci(µ, m1) Oi(µ, m2)

In SCET constituent p− ∼ mb ∼ Eπ p2 = p+p− + p2
⊥

ala Korchemsky, Sterman
and Bauer et.al.
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Q
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SCETI
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∫

dω C(ω) O(ω)

convolutions

In SCET a constituent p− ∼ Q
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X ∼ Λ2 not inclusive
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In SCET constituent p− ∼ mb ∼ Eπ p2 = p+p− + p2
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1 p2 ∼ m2
2 p2 ∼ Q2 p2

c ∼ Λ2Are there singularities here?

Yes.  However, the ones we’re interested in occurred for hadron 
distributions, and will involve a theory SCET II



Separate Momenta (multipole expansion)Separate Momenta

label residual

HQET P µ = mbvµ + kµ hv(x) (Georgi)

SCET P µ = pµ + kµ ξn,p(x)

(1, λ)

Collinear Quarks

# ψ(x)→
∑

p e−ip·xξn,p(x)

# n/ ξn,p = 0

# ∂µ ξn,p ∼ (Qλ2) ξn,p

p

k

 Q

Q 
 

Q 

   !
2

 !

• But labels are changed

by SCET interactions p p!

q

Iain Stewart – p.8
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Separate Momenta

Introduce Label Operator

Pµ(
φ†

q1 · · ·φp1 · · ·
)

= (pµ
1 +. . .−qµ

1 −. . .)
(
φ†

q1 · · ·φp1 · · ·
)

• Can pull phases to front of operators

i∂µe−ip·x φp(x) = e−ip·x(Pµ + i∂µ)φp(x)

Iain Stewart – p.9

Separate Momenta
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derivative
for labels

usual
derivative

λ
2

p != 0

zero-bin

 Q

Q    !
2

p

k
Q  !
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How does EFT matching work?
say we have a full and effective theory specified by:•

Lfull

• introduce UV regulators in the two theories, regulate and 
  renormalize them in some scheme.

• calculate S-matrix elements (observables) in the two theories
  using the same IR regulator (same states).

• subtract to determine              (that is, we tune C to make the 
  EFT and full theory agree).  IR divergences cancel.

C(µ)

LEFT, CiOi
EFT

(continuum EFT)

Wilson EFT is a special case of the continuum EFT procedure 
if the particle content is left fixed and no approx. are made.

θ(Λ2 − p2)Simply let be the UV regulator and scheme in the EFT.

4

III. WEAK HAMILTONIAN

b → cūd

=
( ig2√

2

)2
VcbV

∗
ud(−i)

(

gµν −
kµkν

m2
W

) 1

k2 − m2
W

×
[

ūcγµPLub
][

ūdγνPLvu
]

(34)

k = pb − pc = pu + pd ∼ masses

= −i
4GF√

2
VcbV

∗
ud

[

ūcγµPLub
][

ūdγµPLvu
]

+ . . . (35)

GF =
√

2g2
2/(8m2

W )

HF = −LF =
4GF√

2
VcbV

∗
ud

[

c̄γµPLb
][

d̄γµPLu
]

+ . . . (36)

HF =
4GF√

2
VcbV

∗
ud

[

C1(µ)O1(µ) + C2(µ)O2(µ)
]

(37)

µ = mWDependence on      is from the scheme choice in the EFT
    (usually MS ).   

Note:
C(µ)OEFT(µ) is invariant.

Any valid IR regulator will give the same            .C(µ)

•

•
•
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Consider

Some EFT’s need another dimension.

I’ll call these “differential EFT’s’’ . 
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IR UV
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• qa overlaps only in the UV, fixed by Wilson coefficients

∞
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• qb has label momentum p1 != 0

p2 != 0• qc which has label momentum 

∞0

symmetric story for

∑

p1 !=0

∫

dp1r F (qb)(p1) =

∫

dp1

[

F (qb)(p1) − F
(qb→qa)
subt (p1)

]

tiling formula

remove
cutoffs
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• qb has label momentum p1 != 0

∞0

∑

p1 !=0

∫

dp1r F (qb)(p1) =

∫

dp1

[

F (qb)(p1) − F
(qb→qa)
subt (p1)

]

This formula describes “differential matching”.   

remove
cutoffs

tiling formula Zero-bin
subtractions
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∑

p1 !=0

∫

dp1r F (qb)(p1) =

∫

dp1

[

F (qb)(p1) − F
(qb→qa)
subt (p1)

]

tiling formula

Beyond this, different ways of 
implementing the subtractions 
correspond to a scheme dependence 
in defining the modes.

For cases with singularities
the subtractions are needed
to not double count a region!

Lets define a nice, almost “scaleless”, scheme like MS :

• Take the integrand F (qb)(p1) constructed with the p.c. for its region.

• Expand this integrand with        scaling as in region       and define     p1 qa

F (qb→qa)
subt by the terms up to marginal order in the power counting.

eg. Gaussians, hard cutoffs, ...



What has been done in the past?
∑

p

∫
d4k −→

∫
ddp Ok if p=0 is harmless.

In cases where it is not harmless we exploited dimensional regularization:

Method of Regions (Beneke & Smirnov)

Any full theory loop integral depending on scales         satisfies:
∏

j

∫
ddkj F (pi, kj) =

∑

regions !

∏

j

∫
ddkj F (!)(pi, kj)

pi

as long as we set εIR = εUV = ε for every region



However, dim.reg. does not handle all singularities. 
    &  we were stuck with not being able to handle other regulators.

•

Tiling formula: can use any regulator, nothing to do by hand.

Subtractions reduce to exactly the needed                       terms for 
dim.reg. setup.

( 1
εUV

− 1
εIR

)

• Using this, the only errors one makes in defining the EFT modes are 
proportional to                     .  These can be fixed by hand, “a pullup”,

so that there is only one meaning for          .   

( 1
εUV

− 1
εIR

)

Hoang, Manohar, I.S.
εUV

Not elegant, but it works.  
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We move on to examples, then applications.
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external particles have been chosen to have zero residual momentum.

In Feynman gauge the propagator for a soft gluon with momentum (p0, k0;p,k) is

1/[(p0)2 −p2 + i0+], and for a soft quark with momentum (p0, k0;p,k) is 1/[p0 + iε]. We ne-

glect overall factors such as color Casimirs and coupling constants, and focus on the integral

for this graph:

Icross
S =

∑

p0 !=0,pµ !=0,pµ !=(0,r)

∫

dDk

(2π)D

1

p0+i0+

1

p0+i0+

1

(p0)2−p2+i0+

1

(p0)2−(p− r)2+i0+
.(17)

These soft propagators do not depend on the residual momentum components and so the

propagator takes different values at each grid site in Fig. 3, but the same constant value for

all the points in each box. Thus there is no change to the integrand when the label and

residual momenta are combined into a continuous integration using Eq. (15), which gives

Ĩcross
S =

∫

dDp

(2π)D

1

p0 + i0+

1

p0 + i0+

1

(p0)2 − p2 + i0+

1

(p0)2 − (p− r)2 + i0+
. (18)

However, Eq. (18) still includes the zero-bin contribution, which must be subtracted out. A

more careful analysis taking account of the zero-bin for each soft particle propagator, and

instead using Eq. (16) implies that the value of the soft crossed-box graph is not Eq. (18)

but rather

Icross
S = Ĩcross

S − Icross
1 − Icross

2 (19)

where the subtractions are: (a) I1 from the region (p0 = 0,p = 0) and (b) I2 from the region

(p0 = 0,p = r):

Icross
1 =

∫

dDp

(2π)D

1

p0 + i0+

1

p0 + i0+

1

(p0)2 − p2 + i0+

1

−(r)2 + iε
,

Icross
2 =

∫

dDp

(2π)D

1

p0 + i0+

1

p0 + i0+

1

−r2 + i0+

1

(p0)2 − (p− r)2 + i0+
. (20)

By the shift symmetry in p we have Icross
1 = Icross

2 .

The Icross
1 subtraction comes from the region where the (p0, k0;p,k) gluon is usoft. Sim-

ilarly, the Icross
2 subtraction comes from the region where the other gluon becomes usoft.

Subtractions from the region where the quark is potential (p0 = 0) vanish, as do the double-

subtractions where the regions for I1,2 overlap with p0 = 0. This is because for the crossed

box all the p0 poles are on the same side of the contour of integration.

The subtraction Icross
1 avoids double counting the usoft graph shown in Fig. 7(a) and

similarly Icross
2 avoids double counting the usoft graph Fig. 7(b). The usoft graphs depend

on external usoft variables such as the energy. If these are set to zero, then the integral

Fig. 7(a) is Icross
1 , including the omitted color factors. The reason that Icross

1 does not depend

on external usoft variables, but Fig. 7(a) could, is because Icross
1 is obtained by considering a
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S = Ĩcross

S − Icross
1 − Icross

2 (19)

where the subtractions are: (a) I1 from the region (p0 = 0,p = 0) and (b) I2 from the region

(p0 = 0,p = r):

Icross
1 =

∫

dDp

(2π)D

1

p0 + i0+

1

p0 + i0+

1

(p0)2 − p2 + i0+

1

−(r)2 + iε
,

Icross
2 =

∫

dDp

(2π)D

1

p0 + i0+

1

p0 + i0+

1

−r2 + i0+

1

(p0)2 − (p− r)2 + i0+
. (20)

By the shift symmetry in p we have Icross
1 = Icross

2 .

The Icross
1 subtraction comes from the region where the (p0, k0;p,k) gluon is usoft. Sim-
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subtractions where the regions for I1,2 overlap with p0 = 0. This is because for the crossed

box all the p0 poles are on the same side of the contour of integration.

The subtraction Icross
1 avoids double counting the usoft graph shown in Fig. 7(a) and

similarly Icross
2 avoids double counting the usoft graph Fig. 7(b). The usoft graphs depend

on external usoft variables such as the energy. If these are set to zero, then the integral
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1 , including the omitted color factors. The reason that Icross

1 does not depend

on external usoft variables, but Fig. 7(a) could, is because Icross
1 is obtained by considering a
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FIG. 7: Ultrasoft corrections to potential scattering related to the crossed box graph.

soft graph, and then taking its usoft limit. The effective field theory Feynman rules require

that all usoft momentum be expanded out while considering soft diagrams. Thus Icross
1 is

the same as Fig. 7(a) with the external usoft variables expanded out.

Prior to the subtraction the soft crossed-box integral in dimensional regularization is

Ĩcross
S = −

i

4π2r2

[

1

εIR
+ ln

(µ2

r2

)

]

. (21)

The total subtraction Icross
1 + Icross

2 gives

Icross
1 + Icross

2 = −
i

4π2r2

[

1

εIR
−

1

εUV

]

, (22)

so the final result for the crossed-box integral is

Icross
S = Ĩcross

S − Icross
1 − Icross

2 = −
i

4π2r2

[

1

εUV
+ ln

(µ2

r2

)

]

. (23)

The subtractions have converted the 1/εIR divergence in Ĩcross
S into a 1/εUV ultraviolet di-

vergence. In Ref. [14, 50], it was argued that 1/εIR divergences in soft graphs should be

converted to ultraviolet divergences by a pullup mechanism and included in the computation

of anomalous dimensions. We see that the zero-bin subtraction automatically implements

this conversion. An important feature for NRQCD is that the soft graph defined with the

zero-bin subtraction is infrared finite, and has a well-defined renormalized value independent

of any cancellation with usoft graphs.

A similar conversion from infrared to ultraviolet divergences also occurs for collinear

graphs in SCETI as we show in section VI.

B. NRQCD Box Graph

The zero-bin subtraction has another important consequence —it gets rid of pinch sin-

gularities. Consider the soft box graph in NRQCD, shown in Fig. 8, and follow the same

procedure as for the crossed-box graph. The only difference from the crossed-box is the

replacement

1

p0 + i0+

1

p0 + i0+
→

1

p0 + i0+

1

−p0 + i0+
(24)
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FIG. 7: Ultrasoft corrections to potential scattering related to the crossed box graph.
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Icross
S = Ĩcross
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1
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The subtractions have converted the 1/εIR divergence in Ĩcross
S into a 1/εUV ultraviolet di-

vergence. In Ref. [14, 50], it was argued that 1/εIR divergences in soft graphs should be

converted to ultraviolet divergences by a pullup mechanism and included in the computation

of anomalous dimensions. We see that the zero-bin subtraction automatically implements

this conversion. An important feature for NRQCD is that the soft graph defined with the

zero-bin subtraction is infrared finite, and has a well-defined renormalized value independent

of any cancellation with usoft graphs.

A similar conversion from infrared to ultraviolet divergences also occurs for collinear

graphs in SCETI as we show in section VI.

B. NRQCD Box Graph

The zero-bin subtraction has another important consequence —it gets rid of pinch sin-

gularities. Consider the soft box graph in NRQCD, shown in Fig. 8, and follow the same

procedure as for the crossed-box graph. The only difference from the crossed-box is the

replacement

1

p0 + i0+

1

p0 + i0+
→

1

p0 + i0+

1

−p0 + i0+
(24)
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Similar for the A.D.M. singularity. Brambilla, Pineda, 
Soto, Vairo
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FIG. 8: Soft box graph in the effective theory. The zigzag lines are soft gluons, the double lines

are soft quarks, and the single lines are potential quarks. For each line we show (label energy,
residual energy; label momentum, residual momentum).

in Eqs. (17–20) due to the change in momentum routing through the antiquark line. The

integrals analogous to those in Eqs. (18,20) are

Ĩbox
S =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

(p0)2 − p2 + i0+

1

(p0)2 − (p− r)2 + i0+
,

Ibox
1 =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

(p0)2 − p2 + i0+

1

−(r)2 + iε
,

Ibox
2 =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

−r2 + i0+

1

(p0)2 − (p − r)2 + i0+
. (25)

where the usoft subtractions Ibox
1,2 are for (p0 = 0,p = 0), (p0 = 0,p = r) respectively. In

addition one also has a potential subtraction for p0 = 0,

Ibox
3 =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

−p2 + i0+

1

−(p − r)2 + i0+
. (26)

Now this p0 = 0 subtraction overlaps with the usoft subtractions, so we have to add back

the double subtractions, the (p0 = 0) limit of Ibox
1,2 :

Ibox
4 =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

−p2 + i0+

1

−r2 + i0+
,

Ibox
5 =

∫

dDp

(2π)D

1

p0 + i0+

1

−p0 + i0+

1

−r2 + i0+

1

−(p − r)2 + i0+
. (27)

The complete expression for the soft box graph is

Ibox
S = Ĩbox

S − Ibox
1 − Ibox

2 − Ibox
3 + Ibox

4 + Ibox
5 . (28)

Both Ĩbox
S and Ibox

3 have pinch singularities in the p0 integral, from the poles at p0 = ±i0+,

and are ill-defined. However, for the result in the effective theory, we don’t need the separate
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FIG. 8: Soft box graph in the effective theory. The zigzag lines are soft gluons, the double lines

are soft quarks, and the single lines are potential quarks. For each line we show (label energy,
residual energy; label momentum, residual momentum).
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where the usoft subtractions Ibox
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1 − Ibox

2 − Ibox
3 + Ibox

4 + Ibox
5 . (28)

Both Ĩbox
S and Ibox

3 have pinch singularities in the p0 integral, from the poles at p0 = ±i0+,

and are ill-defined. However, for the result in the effective theory, we don’t need the separate

24

Ĩbox
S − Ibox

3

is well defined

Using our formula to define the soft integrals, the singularities do NOT appear
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p1 !=0
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dp1r F (qb)(p1) =

∫

dp1

[

F (qb)(p1) − F
(qb→qa)
subt (p1)

]

They can now properly be taken 
care of by other degrees of freedom

    pinch sing. is not
regulated by dim.reg.
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FIG. 6. Order λ0 effective theory diagrams for the heavy to light current at one loop.

From Eq. (35) we see that the logarithms in diagrams with collinear gluons are small at a

scale µ ∼
√

p2
⊥ ∼ Qλ. For the graphs with soft gluons the logarithms are small at a different

scale µ ∼ p2
⊥/(n̄ · p) ∼ Qλ2. Running the collinear-soft theory from µ = Q to µ = Qλ

therefore sums all logarithms originating from collinear effects and part of the logarithms

from soft exchange. At µ = Qλ collinear gluons may be integrated out and one matches onto

a theory containing only soft degrees of freedom. The running in this soft theory includes

the remaining logarithms from soft exchange, which would need to be taken into account to

sum all Sudakov logarithms.

To run between Q and Qλ we add up the ultraviolet divergences in the soft and collinear

diagrams in Eqs. (35) and (36). This gives the counterterm in the effective theory

Zi = 1 +
αs(µ)CF

4π

[
1

ε2
+

2

ε
ln

( µ

n̄ · P
)

+
5

2ε

]
. (37)

For b → sγ, n̄ ·P = mb and Eq. (37) agrees with Ref. [6]. Since µ > Qλ the counterterm can

depend on the label n̄ · P ∼ Q, but does not depend on P⊥ ∼ Qλ. Zi could also have been

calculated directly from the matching result in Eq. (31). Since the effective theory reproduces

all the infrared divergences in the full theory, the effective theory UV divergences are simply

the negative of the full theory IR divergences when pure dimensional regularization is used.

This alternative approach also gives Eq. (37).

In the effective theory the current ξ̄n,pΓhv factors out of the diagrams in Fig. 6 so it is

obvious that Zi is independent of the spin structure of the current. Thus, all the coefficients

satisfy the same renormalization group equation (RGE)

µ
d

dµ
Ci(µ) = γ(µ)Ci(µ) . (38)

The LO anomalous dimension is determined by the ln(µ)/ε term in Eq. (37) (whose coeffi-

cient is determined by the 1/ε2 term). The NLO anomalous dimension has a contribution

from the 1/ε terms in Eq. (37), as well as a contribution from the ln(µ)/ε term in the two

loop Zi counterterm:
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Γ = σµν
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αs
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ln2
(−p2

m2
b
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3
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m2
b

)

+
2

εIR
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b
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From Eq. (35) we see that the logarithms in diagrams with collinear gluons are small at a

scale µ ∼
√

p2
⊥ ∼ Qλ. For the graphs with soft gluons the logarithms are small at a different

scale µ ∼ p2
⊥/(n̄ · p) ∼ Qλ2. Running the collinear-soft theory from µ = Q to µ = Qλ

therefore sums all logarithms originating from collinear effects and part of the logarithms

from soft exchange. At µ = Qλ collinear gluons may be integrated out and one matches onto

a theory containing only soft degrees of freedom. The running in this soft theory includes

the remaining logarithms from soft exchange, which would need to be taken into account to

sum all Sudakov logarithms.

To run between Q and Qλ we add up the ultraviolet divergences in the soft and collinear

diagrams in Eqs. (35) and (36). This gives the counterterm in the effective theory

Zi = 1 +
αs(µ)CF

4π

[
1

ε2
+

2

ε
ln

( µ

n̄ · P
)

+
5

2ε

]
. (37)

For b → sγ, n̄ ·P = mb and Eq. (37) agrees with Ref. [6]. Since µ > Qλ the counterterm can

depend on the label n̄ · P ∼ Q, but does not depend on P⊥ ∼ Qλ. Zi could also have been

calculated directly from the matching result in Eq. (31). Since the effective theory reproduces

all the infrared divergences in the full theory, the effective theory UV divergences are simply

the negative of the full theory IR divergences when pure dimensional regularization is used.

This alternative approach also gives Eq. (37).

In the effective theory the current ξ̄n,pΓhv factors out of the diagrams in Fig. 6 so it is

obvious that Zi is independent of the spin structure of the current. Thus, all the coefficients

satisfy the same renormalization group equation (RGE)

µ
d

dµ
Ci(µ) = γ(µ)Ci(µ) . (38)

The LO anomalous dimension is determined by the ln(µ)/ε term in Eq. (37) (whose coeffi-

cient is determined by the 1/ε2 term). The NLO anomalous dimension has a contribution

from the 1/ε terms in Eq. (37), as well as a contribution from the ln(µ)/ε term in the two

loop Zi counterterm:
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After using mom. cons.    -functions, the subtractions are not all at zero.δ
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FIG. 6. Order λ0 effective theory diagrams for the heavy to light current at one loop.

From Eq. (35) we see that the logarithms in diagrams with collinear gluons are small at a

scale µ ∼
√

p2
⊥ ∼ Qλ. For the graphs with soft gluons the logarithms are small at a different

scale µ ∼ p2
⊥/(n̄ · p) ∼ Qλ2. Running the collinear-soft theory from µ = Q to µ = Qλ

therefore sums all logarithms originating from collinear effects and part of the logarithms

from soft exchange. At µ = Qλ collinear gluons may be integrated out and one matches onto

a theory containing only soft degrees of freedom. The running in this soft theory includes

the remaining logarithms from soft exchange, which would need to be taken into account to

sum all Sudakov logarithms.

To run between Q and Qλ we add up the ultraviolet divergences in the soft and collinear

diagrams in Eqs. (35) and (36). This gives the counterterm in the effective theory

Zi = 1 +
αs(µ)CF

4π

[
1

ε2
+

2

ε
ln

( µ

n̄ · P
)

+
5

2ε

]
. (37)

For b → sγ, n̄ ·P = mb and Eq. (37) agrees with Ref. [6]. Since µ > Qλ the counterterm can

depend on the label n̄ · P ∼ Q, but does not depend on P⊥ ∼ Qλ. Zi could also have been

calculated directly from the matching result in Eq. (31). Since the effective theory reproduces

all the infrared divergences in the full theory, the effective theory UV divergences are simply

the negative of the full theory IR divergences when pure dimensional regularization is used.

This alternative approach also gives Eq. (37).

In the effective theory the current ξ̄n,pΓhv factors out of the diagrams in Fig. 6 so it is

obvious that Zi is independent of the spin structure of the current. Thus, all the coefficients

satisfy the same renormalization group equation (RGE)

µ
d

dµ
Ci(µ) = γ(µ)Ci(µ) . (38)

The LO anomalous dimension is determined by the ln(µ)/ε term in Eq. (37) (whose coeffi-

cient is determined by the 1/ε2 term). The NLO anomalous dimension has a contribution

from the 1/ε terms in Eq. (37), as well as a contribution from the ln(µ)/ε term in the two

loop Zi counterterm:

17

q

p

=
∑

q !=0, q !=−p

∫
d4qr

(2π)4
2n̄·(q + p)

(n̄·q+i0+)((q + p)2+i0+)(q2+i0+)

using dim.reg. in UV
p
2 != 0 in IR

B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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B. Offshell Regulator with Dimensional Regularization for B → Xsγ

We now repeat the calculation of the effective theory diagrams in the previous section but

keep p2 "= 0 to regulate the infrared and use dimensional regularization for the ultraviolet,

D = 4 − 2ε. The full theory integral is

Ib→sγ
full =

∫

dDq

(2π)D

4pb · p
(q2 + i0+)(q2 + 2pb · q + i0+)[(q + p)2 + i0+]

. (55)

The SCET integrals are

Ib→sγ
us =

∫

dDk

(2π)D

1

(k2 + i0+)(v ·k + i0+)(n·k + p2/n̄·p + i0+)
,

Ĩb→sγ
C =

∫

dDq

(2π)D

2n̄·(q + p)

(n̄·q + i0+)[(q + p)2 + i0+](q2 + i0+)
,

Ib→sγ
0 =

∫

dDq

(2π)D

2n̄·p
(n̄·q + i0+)(n·q n̄·p + p2 + i0+)(q2 + i0+)

. (56)

Again, one can see that as n̄ · q → 0 the difference Ĩb→sγ
C − Ib→sγ

0 does not have an infrared

divergence from this region. However in IC alone, there is an infrared divergence from this

region that is not regulated by p2 "= 0. It is regulated by dimensional regularization, and so

contributes to the 1/ε singular terms. Evaluating the above integrals we find,

Ib→sγ
full = −

i

16π2

[

ln2
( −p2

[n̄·p]2

)

]

+ . . . ,

Ib→sγ
us = −

i

16π2

[

1

ε2
UV

+
2

εUV
ln

(µn̄·p
−p2

)

+ 2 ln2
(µn̄·p
−p2

)

]

+ . . . ,

Ĩb→sγ
C = −

i

16π2

[

−
2

εIRεUV
−

2

εIR
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

+
( 2

εIR
−

2

εUV

)

ln
( µ

n̄·p

)

]

+ . . . ,

Ib→sγ
0 = −

i

16π2

[

( 2

εUV
−

2

εIR

){ 1

εUV
+ ln

( µ2

−p2

)

− ln
( µ

n̄·p

)}

]

, (57)

where we have distinguished between ultraviolet and infrared divergences. Here we see that

the zero-bin contribution Ib→sγ
0 is responsible for canceling IR divergences in Ĩb→sγ

C that were

not regulated by the offshellness,

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 = −

i

16π2

[

−
2

ε2
UV

−
2

εUV
ln

( µ2

−p2

)

− ln2
( µ2

−p2

)

]

+ . . . . (58)

angles opposite to the collinear direction. The renormalizability properties of field theory only appear for

large momenta, and the zero-bin turns this divergence into a true UV divergence. One must be careful

about the distinction between angles for particle and antiparticle poles when determining that the n̄·k → 0

divergence is IR.
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• UV collinear singularity comes from n̄·q → ∞ (in subtraction term)

avoids overcounting 
the usoft region

=

∫

ddq

(2π)d

[

2n̄ · (q + p)

(n̄ · q+i0+)[(q + p)2+i0+](q2+i0+)
−

2n̄ · p

(n̄ · q+i0+)[n·q n̄·p+p2+i0+](q2+i0+)

]

= subtraction

This is crucial for it to be independent of the choice of IR regulator. 

Divergences are removed by counterterms as usual.



QCD and SCET: 

SCET a) c) e)

b) d) f)

FIG. 6. Order λ0 effective theory diagrams for the heavy to light current at one loop.

From Eq. (35) we see that the logarithms in diagrams with collinear gluons are small at a

scale µ ∼
√

p2
⊥ ∼ Qλ. For the graphs with soft gluons the logarithms are small at a different

scale µ ∼ p2
⊥/(n̄ · p) ∼ Qλ2. Running the collinear-soft theory from µ = Q to µ = Qλ

therefore sums all logarithms originating from collinear effects and part of the logarithms

from soft exchange. At µ = Qλ collinear gluons may be integrated out and one matches onto

a theory containing only soft degrees of freedom. The running in this soft theory includes

the remaining logarithms from soft exchange, which would need to be taken into account to

sum all Sudakov logarithms.

To run between Q and Qλ we add up the ultraviolet divergences in the soft and collinear

diagrams in Eqs. (35) and (36). This gives the counterterm in the effective theory

Zi = 1 +
αs(µ)CF

4π

[
1

ε2
+

2

ε
ln

( µ

n̄ · P
)

+
5

2ε

]
. (37)

For b → sγ, n̄ ·P = mb and Eq. (37) agrees with Ref. [6]. Since µ > Qλ the counterterm can

depend on the label n̄ · P ∼ Q, but does not depend on P⊥ ∼ Qλ. Zi could also have been

calculated directly from the matching result in Eq. (31). Since the effective theory reproduces

all the infrared divergences in the full theory, the effective theory UV divergences are simply

the negative of the full theory IR divergences when pure dimensional regularization is used.

This alternative approach also gives Eq. (37).

In the effective theory the current ξ̄n,pΓhv factors out of the diagrams in Fig. 6 so it is

obvious that Zi is independent of the spin structure of the current. Thus, all the coefficients
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i∂µUc(x) ∼ pµ
cUc(x) ↔ Aµ

n,q (74)

i∂µUus(x) ∼ pµ
c Uus(x) ↔ Aµ

us (75)

n n̄

ξ̄niDµ
⊥

1

in̄ · D
iD⊥

µ
n̄/

2
ξn (76)

IX. HARD-COLLINEAR FACTORIZATION

C(P̄ , µ): they depend on large momenta picked out by P̄ = n̄·P ∼ λ0

C(−P̄, µ)
(

ξ̄nW
)

Γhv =
(

ξ̄nW
)

Γhv C(P̄†, µ) (77)

(

ξ̄nW
)

Γhv C(P̄†, µ) =

∫

dω C(ω, µ)
[

(

ξ̄nW
)

δ(ω − P̄†)Γhv

]

=

∫

dω C(ω, µ)O(ω, µ) (78)

In general:

f(in̄ · Dc) = Wf(P̄)W †

=

∫

dω f(ω)
[

W δ(ω − P̄)W †
]

(79)

p2 ∼ Q2 p2 ∼ Q2λ2

L(0)
c = ξ̄n

{

n · iDus + . . .
} n̄/

2
ξn → ξ̄n

{

n · iDc + iD/c
⊥

1

in̄ · Dc
iD/c

⊥

} n̄/

2
ξn (80)

J = (ξ̄nW )ωΓhv → (ξ̄nY †Y WY †)ωΓhv = (ξ̄nW )ωΓ(Y †hv) (81)

J = (ξ̄nW )ω1Γ(W †ξn)ω2 → (ξ̄nW )ω1Y
†Y Γ(W †ξn)ω2 = (ξ̄nW )ω1Γ(W †ξn)ω2 (82)

X. IR DIVERGENCES AND LOOPS

JQCD = s̄ Γ b

JSCET = (ξ̄nW )ωΓhv

Γ = σµν

−
αs

3π

[

ln2
(−p2

m2
b

)

+
3

2
ln

(−p2

m2
b

)

+
1

εIR
+ 2 ln

( µ2

m2
b

)

+ constants

]

(83)

p2 %= 0 for s-quark 1/εIR for b-quark

−
αs

3π

[

ln2
(−p2

m2
b

)

+
3

2
ln

(−p2

m2
b

)

+
1

εIR
+ 2 ln

( µ2

m2
b

)

+ constants

]

(84)
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−
αs

3π

[

ln2
(−p2

m2
b

)

+
3

2
ln

(−p2

m2
b

)

+
1

εIR

−
1

ε2UV

−
5

2εUV
−

2

εUV
ln

( µ

mb

)

− 2 ln2
( µ

mb

)

−
3

2
ln

( µ2

m2
b

)

+ constants

]

(84)

same IR divergences

• UV renormalization in SCET sums double Sudakov logs 
• difference gives one-loop matching



eg. of another regulator 
Cutoffs:  Ω

2

⊥ ≤ !q 2

⊥ ≤ Λ
2

⊥ Ω2

−
≤ (q−)2 ≤ Λ2

−

no constraint on q
+,         on-shell

can be evaluated to give

Ib→sγ
full =

i

8π2

[

Li2
(−Ω2

⊥

Ω2
−

)

+ ln
(Ω−

p−

)

ln
(Ω−p−

Ω2
⊥

)

]

+ . . . ,

Ib→sγ
us =

i

8π2

[

Li2
(−Ω2

⊥

Ω2
−

)

+ ln
(Ω−

Λ−

)

ln
(Ω−Λ−

Ω2
⊥

)

]

,

Ĩb→sγ
C =

i

8π2

[

− ln
(Ω2

⊥

Λ2
⊥

)

ln
(Ω−

p−

)

]

+ . . . ,

Ib→sγ
0 =

i

8π2

[

− ln
(Ω2

⊥

Λ2
⊥

)

ln
(Ω−

Λ−

)

]

. (52)

The full result for the collinear graph is therefore

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 =

i

8π2

[

− ln
(Ω2

⊥

Λ2
⊥

)

ln
(Λ−

p−

)

]

+ . . . , (53)

and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2

[

Li2
(−Ω2

⊥

Ω2
−

)

+ ln
(Ω−

p−

)

ln
(Ω−p−

Ω2
⊥

)

+ ln2
(Λ⊥

p−

)

−ln2
(Λ⊥

Λ−

)

]

+ . . . . (54)

The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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can be evaluated to give
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⊥
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. (52)

The full result for the collinear graph is therefore

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 =

i

8π2

[

− ln
(Ω2

⊥

Λ2
⊥

)

ln
(Λ−

p−

)

]

+ . . . , (53)

and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2

[
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+ ln
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+ ln2
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−ln2
(Λ⊥

Λ−
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]

+ . . . . (54)

The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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can be evaluated to give
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The full result for the collinear graph is therefore

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 =
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8π2
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ln
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and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2
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Li2
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The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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can be evaluated to give
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The full result for the collinear graph is therefore

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
0 =
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8π2
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− ln
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ln
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and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2

[

Li2
(−Ω2
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Ω2
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+ ln
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The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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can be evaluated to give
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The full result for the collinear graph is therefore

Ib→sγ
C = Ĩb→sγ

C − Ib→sγ
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and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2
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+ ln
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The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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The full result for the collinear graph is therefore
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and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
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8π2

[

Li2
(−Ω2

⊥

Ω2
−

)

+ ln
(Ω−

p−

)

ln
(Ω−p−

Ω2
⊥

)

+ ln2
(Λ⊥

p−

)

−ln2
(Λ⊥

Λ−

)

]

+ . . . . (54)

The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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The full result for the collinear graph is therefore
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and we see that the zero-bin subtraction Ib→sγ
0 has converted an IR divergence ln(Ω−) for

the q− variable in Ĩb→sγ
C into a UV divergence, ln(Λ−). The sum of the SCETI effective

theory contributions gives

Ib→sγ
us + Ib→sγ

C =
i

8π2
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+ ln
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The first two terms on the r.h.s. contain the infrared divergences and exactly reproduce

these divergences in the full theory result Ib→sγ
full . Furthermore, the last two terms in Eq. (54)

depend only on the ultraviolet cutoffs and the large label momentum p− and can be compen-

sated by a counterterm for the current in SCETI. If Ib→sγ
0 in Eq. (53) had been left out, then

we would not properly reproduce the IR divergences in the full theory result. Furthermore,

without Ib→sγ
0 , the ultraviolet cutoff dependent term would have cross terms ln(Λ−) ln(Ω2

⊥)

and ln(Λ2
⊥) ln(Ω−) and it would not be possible to cancel the cutoff dependence by a coun-

terterm independent of the IR regulator.

The above calculation was performed for the current J (0) in Eq. (43). Since our regulator

leaves all external lines onshell we obtain exactly the same results if we had started with

the current J ′(0) in Eq. (44), which is obtained after making a field redefinition involving the

Wilson line Y . Since we work onshell the two forms of the current are equivalent, and the

Feynman rule from the Wilson line Y give exactly the same integral in Eq. (48). Thus our

implementation of a cutoff IR regulator does not destroy the eikonal factorization embodied

by the field redefinitions involving the Wilson line Y . This property of the field theory is

not maintained with the offshellness IR regulator which we consider in the next section.

This should be considered as a fault of this IR regulator as pointed out in Ref. [63]. In

Ref. [63] an energy dependent gluon mass regulator was studied which also preserves the

field redefinition.13

13 Ref. [63] also argued that the n̄·k → 0 divergence must be treated as a UV in the EFT since it comes from
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IR matches again,  
zero-bin subtraction is crucial.
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FIG. 6. Order λ0 effective theory diagrams for the heavy to light current at one loop.

From Eq. (35) we see that the logarithms in diagrams with collinear gluons are small at a

scale µ ∼
√

p2
⊥ ∼ Qλ. For the graphs with soft gluons the logarithms are small at a different

scale µ ∼ p2
⊥/(n̄ · p) ∼ Qλ2. Running the collinear-soft theory from µ = Q to µ = Qλ

therefore sums all logarithms originating from collinear effects and part of the logarithms

from soft exchange. At µ = Qλ collinear gluons may be integrated out and one matches onto

a theory containing only soft degrees of freedom. The running in this soft theory includes

the remaining logarithms from soft exchange, which would need to be taken into account to

sum all Sudakov logarithms.

To run between Q and Qλ we add up the ultraviolet divergences in the soft and collinear

diagrams in Eqs. (35) and (36). This gives the counterterm in the effective theory

Zi = 1 +
αs(µ)CF

4π

[
1

ε2
+

2

ε
ln

( µ

n̄ · P
)

+
5

2ε

]
. (37)

For b → sγ, n̄ ·P = mb and Eq. (37) agrees with Ref. [6]. Since µ > Qλ the counterterm can

depend on the label n̄ · P ∼ Q, but does not depend on P⊥ ∼ Qλ. Zi could also have been

calculated directly from the matching result in Eq. (31). Since the effective theory reproduces

all the infrared divergences in the full theory, the effective theory UV divergences are simply

the negative of the full theory IR divergences when pure dimensional regularization is used.

This alternative approach also gives Eq. (37).

In the effective theory the current ξ̄n,pΓhv factors out of the diagrams in Fig. 6 so it is

obvious that Zi is independent of the spin structure of the current. Thus, all the coefficients

satisfy the same renormalization group equation (RGE)

µ
d

dµ
Ci(µ) = γ(µ)Ci(µ) . (38)

The LO anomalous dimension is determined by the ln(µ)/ε term in Eq. (37) (whose coeffi-

cient is determined by the 1/ε2 term). The NLO anomalous dimension has a contribution

from the 1/ε terms in Eq. (37), as well as a contribution from the ln(µ)/ε term in the two

loop Zi counterterm:
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Z =

µ
d

dµ
= µ

∂

∂µ
+ (−2εαs + β)

∂

∂αs

one-loop

Γcusp(αs) = −

αsCF

π
γ(αs) = −

5αsCF

4π
,

µ
d

dµ
C(µ, p−) =

[

Z−1µ
d

dµ
Z

]

C(µ, p−)

At any order:

=
[

Γcusp(αs) ln
( µ

p−

)

+ γ(αs)
]

C(µ, p−)

gives Sudakov 
    dble. logs

=
[

Γcusp ln
( µ

µ0

)

+
{

Γcusp ln
( µ0

p−

)

+ γ(αs)
}]

C(µ, p−)

(SCET Review)



Γcusp(αs) = −

αsCF

π

C(µ) = C(µ0) exp

[

−

4πCF

b2
0
αs(µ0)

(1

z
− 1 + ln z

)

]

solution

z =
αs(µ)

αs(µ0)

series in ln C(µ) one-loop two-loops three-loops

LL αn
s lnn+1 1/ε2 – –

NLL αn
s lnn 1/ε 1/ε2 –

NNLL αn
s lnn−1 matching 1/ε 1/ε2

TABLE II. Coefficients in the effective theory loop graphs which we anticipate are needed to

predict the series of Sudakov logarithms in ln C(µ).

ln C(µ). The leading and subleading series of logarithms are determined by the coefficients

summarized in Table. II. From the Table one can see that for coefficients with tree level

matching, the one-loop matching in section III is not needed until NNLL order.

In section III it was shown that the coefficient of the effective theory current χ̄n,PΓhv is

the same as the current ξ̄n,pΓhv, so only the renormalization of the simpler ξ̄n,pΓhv current

needs to be considered. At one-loop the effective theory diagrams are shown in Fig. 6. To

distinguish UV and IR divergences we choose the collinear quark momentum p = p̃+k with

label p̃ = (n̄ ·p, 0, p⊥) and zero residual momentum, k = 0. In this case p2 = p2
⊥ != 0 and this

off-shellness regulates IR divergences in the diagrams. We will use Feynman gauge. The

soft diagrams in Fig. 6 give

Fig. 6a = iξ̄n,pΓhv
CFαs(µ)C(µ)

4π

[

−
1

ε2
−

2

ε
ln

(
µ n̄ · p
−p2

⊥−iε

)
− 2 ln2

(
µ n̄ · p
−p2

⊥−iε

)
−

3π2

4

]

,

Fig. 6b = iv · k
αs(µ)CF

4π

[

−
2

ε
− 4 − 4 ln

(
µ

−2v · k−iε

)]

, (35)

where k is a residual momentum in the heavy quark wavefunction diagram. The order λ0 soft

wavefunction renormalization of the collinear quark is not shown since in Feynman gauge it

is proportional to n2 = 0. Evaluating the diagrams with a collinear gluon in Fig. 6 gives

Fig. 6c = iξ̄n,pΓhv
CF αs(µ)C(µ)

4π

[
2

ε2
+

2

ε
+

2

ε
ln

(
µ2

−p2
⊥−iε

)
+ ln2

(
µ2

−p2
⊥−iε

)

+2 ln
(

µ2

−p2
⊥−iε

)
+ 4 −

π2

6

]

,

Fig. 6d =
in̄/

2

p2
⊥

n̄ · p
αs(µ)CF

4π

[
1

ε
+ 1 + ln

(
µ2

−p2
⊥−iε

)]

,

Fig. 6e,f = 0 . (36)

The graph in Fig. 6d was calculated explicitly in section II.
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modes

•

• SCETII allows us to treat cases with two or more hadrons 
eg. B → π"ν̄B → Dπ

7

VII. NRQCD

e+e− → positronium (NRQED)

pe− → Hydrogen (NRQED)

bb̄, cc̄ → Υ, J/Ψ (NRQCD)

tt̄ → e+e− → tt̄ (NRQCD)

NN → deuteron (few nucleon EFT)

(66)

ψ(x) =
∑

p

eip·xψp(x) (67)

i∂µψp(x) ∼ (mv2)ψp(x)

LNRQCD = Lultrasoft + Lpotential + Lsoft (68)

VIII. SCET

Process Non-Pert. functions Utility

B̄0 → D+π−, . . . ξ(w), φπ study QCD

B̄0 → D0π0, . . . S(k+
j ), φπ study QCD

B → Xendpt
s γ f(k+) new physics, measure f

B → Xendpt
u 'ν f(k+) measure |Vub|

B → π'ν, . . . φB(k+), φπ(x), ζπ(E) measure |Vub|, study QCD

B → γ'ν, γ'+'− φB measure φB, new physics

B → ππ, Kπ, . . . φB, φπ , ζπ(E) new physics, CP violation,

φK̄ , ζK(E) study QCD

B → K∗γ, ργ φB, φK , ζ⊥K∗(E) measure |Vtd/Vts|
φρ, ζ⊥ρ (E)

B → Xs'+'− f(k+) new physics

e−p → e−X fi/p(ξ), fg/p(ξ) study QCD , measure p.d.f’s

pp̄ → X'+'− fi/p(ξ), fg/p(ξ) study QCD

e−γ → e−π0 φπ measure φπ

γ∗M → M ′ φM , φM ′ study QCD

e+e− → jets study universality

e+e− → J/ΨX study QCD

π, ,

p+

c hard

!2

2

p-

Q

!Q
0

cn

!Q !Q
0

s
!Q

!Q

p2 = "
2
QCD

hcn

hc
n

m

m m

perturbative

n

λ =
Λ

Q

all known examples of endpoint singularities have > one hadron
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• all known examples of endpoint singularities have > one hadron

• cn, s, cn̄ are definitely 
required as low energy 
modes

• “messenger” scales
show up in perturbation theory 

Becher, Hill, Neubert

Beneke, Feldmann; Bauer, Dorsten, Salem 

Must consider effect of confinement.
We will see shortly that the      modes can
 be absorbed into the other d.o.f. 

but only for special choices 
of the IR regulators 



For our endpoint divergence

which make them ill-defined, even in dimensional regularization. In previous computa-

tions, it has been argued that these pinch singularities should be dropped in evaluating

box graphs at any order in v [9, 11, 12]. Pinch singularities are also a problem for the

method of regions [13]. A direct application of the method of regions for d4k leads

to ill-defined integrals, so it should only be applied to NRQCD after first doing the

energy integrals. The zero-bin subtraction modifies the soft box graphs so that pinch

singularities are absent, and the graphs are well defined.

2. The zero-bin subtraction automatically implements the previously studied pullup

mechanism in NRQCD [14, 15], which was shown to be a necessary part of the defini-

tion of this type of theory with multiple overlapping low energy modes. Through the

pullup, infrared (IR) divergences in soft diagrams are converted to ultraviolet (UV)

divergences and contribute to anomalous dimensions.

3. There is a similar pullup mechanism at work in SCET for collinear diagrams. The

anomalous dimensions of the SCET currents for endpoint B → Xsγ and B → Xu"ν̄

were computed in Ref. [1, 2] from the 1/ε and 1/ε2 terms. Some of these terms in the

collinear graphs are actually infrared divergences. The zero-bin subtraction converts

these infrared divergences to ultraviolet divergences so that IR-logs in QCD can be

resummed as UV-logs in the effective theory. This formally justifies the results used

for anomalous dimensions in these computations, and in subsequent work for other

processes with similar anomalous dimensions eg. [16, 17, 18, 19, 20, 21].

4. In high energy inclusive production such as γ∗ → qq̄g, there is a potential double

counting at the corners of the Dalitz plot in SCET, which is resolved by properly

taking into account the zero-bin in both fully differential and partially integrated

cross sections.

5. In high energy exclusive production, such as γ∗ → πρ or γ∗ → ππ, there are un-

physical singularities in convolution integrals of some hard kernels with the light-cone

wavefunctions φπ(x). For example

∫ 1

0

dx
φπ(x)

x2
,

(2)

which is divergent at x → 0 if φπ(x) vanishes linearly as x → 0. The same is true for

exclusive light meson form factors at large Q2, as well as processes like B → π"ν̄ and

B → ππ for Eπ " ΛQCD. The zero-bin subtraction implies that these kernels must be

treated as a distribution we call ø, and have a finite convolution with φπ(x):

∫ 1

0

dx
φπ(x)

x2
→

∫ 1

0

dx
φπ(x)

(x2)ø
=

∫ 1

0

dx
φπ(x) − φπ(0) − xφ′

π(x)

x2
< ∞ . (3)

4

,   the singularity comes from taking a double limit:
k−

! k⊥, k+, then k−
→ 0collinear

in QCD was
and k

−

→ 0

encounters the soft
region where 

there is another mode
Based on our experience the formula:

∑

p1 !=0

∫

dp1r F (qb)(p1) =

∫

dp1

[

F (qb)(p1) − F
(qb→qa)
subt (p1)

]

should avoid double counting the soft region, 
and thus remove the singularities here too.

p+

c
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2
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Q

!Q
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!Q !Q
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s
!Q

!Q
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2
QCD

n

Note:  absence of onshell modes 
between                     is due to a 
rapidity gap.
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cn
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0

s
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QCD

n

ζk = k−/k+

ζ = a2

Rapidity distinguishes
 the d.o.f.

where the a dependence cancels out in this product. Moreover, with a2 ∼ η we find that

with µ2 at the matching scale, µ2 ∼ QΛQCD, one can still take µ+
>∼ ΛQCD and µ− ∼ Q.

Thus we can simultaneously minimize the logarithms in the SCETII matrix elements, which

in our perturbative computation are represented by Iscalar
soft and Iscalar

cn .

Adding the two SCETII graphs, Iscalar
s+cn = Iscalar

s + Iscalar
cn , we find

Iscalar
s+cn =

−i

16π2(p−#+)

[

1

ε2
IR

−
1

εIR
ln

( p−#+

µ−µ+

)

+ ln2
( p−

µ−

)

+ ln2
( #+

µ+

)

−
π2

8

]

=
−i

16π2(p−#+)

[

1

ε2
IR

−
1

εIR
ln

(p−#+

µ2

)

+ ln2
(p−

µ−

)

+ ln2
( #+

µ+

)

−
π2

8

]

. (100)

We see that with the relation µ2 = µ+µ−, the 1/εIR poles agree exactly with the full theory

expression in Eq. (95) as required. To match the full and effective calculations we set

µ2 = µ+µ− and subtract to find

Iscalar
matching =

−i

16π2(p−#+)

[

+
1

2
ln2

( p−#+

µ−µ+

)

− ln2
(p−

µ−

)

− ln2
( #+

µ+

)

+
π2

24

]

=
−i

16π2(p−#+)

[

−
1

2
ln2

(p−µ+

µ− #+

)

+
π2

24

]

. (101)

Here the ln2(p−µ+/#+µ−) contributes p− and #+ dependence to the jet function

J(#+, p−, µ+, µ−) at one loop. To minimize the large logarithms in the matching calcu-

lation in Eq. (101) we take µ2 = µ−µ+ to be of order the hard-collinear scale, and take

µ+/µ− ∼ η.

The result in Eq. (101) is shown for illustration only, since a complete matching calcula-

tion for scalar B → γ#ν̄ requires a computation of all diagrams, not just the one diagram

that we considered. For example, one should also compute graphs with the scalar gluon

attached to the b-quark line, and wavefunction renormalization type diagrams in both the

full and effective theories.

B. Dimensional Regularization Division in SCETII: General Discussion

In this section, we discuss the use of dimensional regularization for the UV divergences

and the separation of soft and collinear modes. This regulator makes it easiest to compute

anomalous dimensions and sum logarithms using renormalization group techniques.

Since the standard application of dimensional regularization is boost invariant, it does not

provide the ability to distinguish modes in rapidity space. This also means that in general,

divergences in the rapidity will not be regulated by standard dimensional regularization.

For an insertion of a mixed soft-collinear operator, we can regulate the rapidity space in

dimensional regularization by scaling out factors of the label operators from the fields. To
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IR reproduced

Check how this works with a rapidity cutoff

FIG. 15: Graphs with scalar propagators as a toy model for the γ-fragmentation contribution to

B → γ"ν̄ with fermions. The ⊗ denotes the weak current and the leptons are not shown. Graph
a) is in full QCD, graph b) has an insertion of O(0b)

II and a loop with soft fields in SCETII , and

graph c) has an insertion of O(0c)
II and a collinear loop (with dashed propagators).

discussed near Eq. (14). Only the magnitude of the rapidity variable, |ζk|, is relevant for

distinguishing the soft and collinear modes. Switching variables from {k+, k−} to {k+, ζk}
gives dk− = |k+|dζk when we integrate over −∞ < k+ < ∞ and −∞ < ζk < ∞, so the loop

integral is no longer analytic in k+ but remains analytic in ζk, and likewise if we switch to

{k−, ζk}. When imposing hard cutoffs we need to avoid the physical poles, which can be

accomplished using cutoffs in Euclidean space after Wick rotation. For variables {k+, ζk}
the Wick rotation k− → ik− is equivalent to ζk = iζ ′

k, while for {k−, ζk} the Wick rotation

k+ → ik+ gives ζk = −iζ ′
k. In our examples Wick rotation about the origin suffices, and

the poles in complex ζ ′
k occur along the imaginary axis in the first and third quadrants. We

take cutoffs

soft: − a2 ≤ ζ ′
k ≤ a2 , (93)

collinear: − a2 ≥ ζ ′
k or ζ ′

k ≥ a2 .

As mentioned above we only require n-collinear and soft fields in SCETII for the example in

this section and so are free to include the entire ζ ′
k

<∼ 1 region in the soft modes. (For more

complicated problems the region ζ ′
k ∼ η2 would need to be disentangled for the n̄–collinear

modes.) We can take a2 ∼ η, and note that under an RPI-III transformation on n and n̄ [77]

(a longitudinal boost) that a2 behaves like a (p−)2 momentum just like ζk does. Also note

that the power counting scaling which fixes the soft and collinear components only depends

on |ζk| or |ζ ′
k| and so does not care about the Wick rotation.

For simplicity we consider the same diagram as discussed in Ref. [76] which is shown in

Fig. 15a. Unlike Ref. [76], we do not analyze this graph with the method of regions. Instead

we consider the diagram in full scalar field theory (Fig. 15a) and the corresponding diagrams

in scalar SCETII (Fig. 15b,c). The difference of the two results gives a matching contribution,

and allows us to check that the full theory IR divergences are correctly reproduced with

zero-bin subtractions implemented in SCETII . It also allows us to discuss the factorization

theorem in Eq. (85).

For simplicity we will leave off the prefactor ieg2G/(p−#+) in quoting results for graphs
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Wick rotated rapidity:

in this subsection. For the full theory diagram, we have the integral

Iscalar
full =

∫

dDk

(2π)D

1

[(k − ")2 + i0+][k2 + i0+][(k − p)2 + i0+]
. (94)

Evaluating this onshell with pµ = p−nµ/2, "µ = "+n̄µ/2, so that p2 = "2 = 0, we have

Iscalar
full =

−i

16π2(p−"+)

[

1

ε2
IR

−
1

εIR
ln

(p−"+

µ2

)

+
1

2
ln2

(p−"+

µ2

)

−
π2

12

]

. (95)

Here the IR divergences are regulated by dimensional regularization. For the soft and

collinear graphs in Fig. 15b,c we find

Iscalar
soft =

∑

k+ "=0

∫

dDkr

(2π)D

1

[k2−n·" n̄·k + i0+][k2+i0+][−n̄·p n·k + i0+]
, (96)

Iscalar
nc =

∑

k− "=0

∫

dDk′
r

(2π)D

1

[−n·" n̄·k + i0+][k2+i0+][k2−n̄·p n·k + i0+]
,

where in both cases the first two terms are the displayed propagators, and the last factor

comes from the non-local vertex which emits the scalar soft or collinear fields in SCETII.

To compute the EFT graphs we implement the hard cutoff in Eq. (93) to regulate UV

effects in the effective theory diagrams. With this regulator the zero-bin subtractions are

automatically zero since they are outside the region of integration. The hard cutoffs are

theta functions in the integrand so they give identically zero for the integrand evaluated

in the subtraction regions. Therefore with this regulator the full integrals are given by the

naive replacement in Eq. (15). We discuss in detail the calculation of the SCETII diagrams

in Appendix A. For the soft graph we find

Iscalar
soft = Ĩscalar

soft =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

("+a

µ

)

+ ln2
("+a

µ

)

−
π2

16

]

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

( "+

µ+

)

+ ln2
( "+

µ+

)

−
π2

16

]

, (97)

where we defined µ+ = µ/a. Note that since a boosts like a minus-momentum, µ+ behaves

like a plus-momentum, and the result in Eq. (97) is RPI-III invariant. For the collinear

graph we find

Iscalar
cn = Ĩscalar

cn =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

aµ

)

+ ln2
(p−

aµ

)

−
π2

16

]

,

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

µ−

)

+ ln2
(p−

µ−

)

−
π2

16

]

, (98)

where we defined µ− = aµ. Here µ− behaves like a minus-momentum and the result in

Eq. (98) is also RPI-III invariant. The soft and collinear regularization parameters µ±

defined in the computation of Eqs. (97) and (98) obey the anticipated relation,

µ+ µ− = µ2 , (99)
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soft = Ĩscalar

soft =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

("+a

µ

)

+ ln2
("+a

µ

)

−
π2

16

]

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

( "+

µ+

)

+ ln2
( "+

µ+

)

−
π2

16

]

, (97)

where we defined µ+ = µ/a. Note that since a boosts like a minus-momentum, µ+ behaves

like a plus-momentum, and the result in Eq. (97) is RPI-III invariant. For the collinear

graph we find

Iscalar
cn = Ĩscalar
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theta functions in the integrand so they give identically zero for the integrand evaluated

in the subtraction regions. Therefore with this regulator the full integrals are given by the

naive replacement in Eq. (15). We discuss in detail the calculation of the SCETII diagrams

in Appendix A. For the soft graph we find
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where we defined µ+ = µ/a. Note that since a boosts like a minus-momentum, µ+ behaves

like a plus-momentum, and the result in Eq. (97) is RPI-III invariant. For the collinear

graph we find
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where we defined µ− = aµ. Here µ− behaves like a minus-momentum and the result in

Eq. (98) is also RPI-III invariant. The soft and collinear regularization parameters µ±

defined in the computation of Eqs. (97) and (98) obey the anticipated relation,

µ+ µ− = µ2 , (99)
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toy example

n-collinear : ζp ∼ λ−2 " 1
soft: ζp ∼ λ0 ∼ 1



Lets invent a gauge invariant dim.reg. like regulator
that is formulated at the level of operators:

implement Fig. 13 in dimensional regularization, the correct form of the operators are

J(p−j , k+
j )

[

(q̄sS)k+
1
Γs(S

†qs)k+
2

][

(ξ̄nW )p−1
Γn(W †ξn)p−2

]

(102)

dim.reg.−→ J(p−j , k+
j , µ±) µ2ε

[

(q̄sS)k+
1

|P†|ε

µ ε
+

Γs
|P|ε

µ ε
+

(S†qs)k+
2

][

(ξ̄nW )p−1

|P̄†|ε

µ ε
−

Γn
|P̄|ε

µ ε
−

(W †ξn)p−2

]

= J(p−j , k+
j , µ±, µ2) µ2ε

[

|k+
1 k+

2 |ε

µ2ε
+

(q̄sS)k+
1
Γs(S

†qs)k+
2

][

|p−1 p−2 |ε

µ2ε
−

(ξ̄nW )p−
1
Γn(W †ξn)p−

2

]

.

Here the label operator P gives the plus momentum from soft fields, and the label operator P̄
gives the minus momentum from collinear fields. The momenta subscripts occur for products

of quark fields and Wilson lines, (S†qs)k+ = δ(k+−P)(S†qs), (W †ξn)p− = δ(p−−P̄)(W †ξn),

which ensures that the momenta are gauge invariant and that the gauge symmetry is not

spoiled by the factors of |P̄|ε, |P|ε, etc. The absolute values ensure that we raise a positive

physical momentum to the ε power, and thus do not modify the cut structure of matrix

elements.21 J is the Wilson coefficient jet function.

This rescaling will allow us to properly distinguish the soft and collinear modes in dimen-

sional regularization without imposing a hard cutoff to implement the division in Fig. 13.

This modification of the current is not done to solve a problem in the IR – it is the zero-bin

subtractions for the soft and collinear fields which will ensure that there is no IR double

counting. The zero-bin subtraction terms are integrated over all space, which introduces

new UV divergences in rapidity space, and in Eq. (102) the factors of |P̄|ε etc. are necessary

to regulate these UV divergences. If one thinks of splitting the full loop integral I into a

naive part Ĩ and a subtraction part I0, then Ĩ has an IR rapidity divergence, while I0 has

both UV and IR divergences. The IR divergences cancel in I = Ĩ − I0, so the rapidity di-

vergence in I is pure UV. We will see that these remaining UV divergences can be removed

by counterterms.

Before giving the rules for constructing Eq. (102), let us consider how it should be used.

When we do a collinear loop involving an insertion of this operator we expand in (p−/µ−)ε,

but DO NOT expand the (k+/µ+)ε factors, and we do the opposite for a soft loop. This

dimensional regularization rule is forced on us in any field theory with a multipole expan-

sion, and SCETII has a multipole expansion between components of the soft and collinear

momenta. The rule was discussed in Ref. [51] for NRQCD in examples involving mixed

21 Recall that the labels are positive for particles, and negative for antiparticles [3]. Combining both particles

and antiparticles into a single field distinguished by the sign of the label simplifies the formulation of the

effective theory. One could instead have used separate fields for the particles and antiparticles, in which

case the antiparticle field could also be chosen to have a positive label. The absolute values in |P|ε mean

that we are using the momentum of the particle, which is unambiguous, rather than the label on the field,

which is convention dependent. Due to the zero-bin conditions p−i #= 0 and k+
i #= 0, there is no problem

at the origin.
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The zero-bin minimal subtractions can be used to handle the overlaps.  This 
   ensure soft does not overlap collinear and visa versa. 
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elements.21 J is the Wilson coefficient jet function.

This rescaling will allow us to properly distinguish the soft and collinear modes in dimen-
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Before giving the rules for constructing Eq. (102), let us consider how it should be used.

When we do a collinear loop involving an insertion of this operator we expand in (p−/µ−)ε,
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momenta. The rule was discussed in Ref. [51] for NRQCD in examples involving mixed
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which ensures that the momenta are gauge invariant and that the gauge symmetry is not

spoiled by the factors of |P̄|ε, |P|ε, etc. The absolute values ensure that we raise a positive

physical momentum to the ε power, and thus do not modify the cut structure of matrix

elements.21 J is the Wilson coefficient jet function.

This rescaling will allow us to properly distinguish the soft and collinear modes in dimen-

sional regularization without imposing a hard cutoff to implement the division in Fig. 13.

This modification of the current is not done to solve a problem in the IR – it is the zero-bin

subtractions for the soft and collinear fields which will ensure that there is no IR double

counting. The zero-bin subtraction terms are integrated over all space, which introduces

new UV divergences in rapidity space, and in Eq. (102) the factors of |P̄|ε etc. are necessary

to regulate these UV divergences. If one thinks of splitting the full loop integral I into a

naive part Ĩ and a subtraction part I0, then Ĩ has an IR rapidity divergence, while I0 has

both UV and IR divergences. The IR divergences cancel in I = Ĩ − I0, so the rapidity di-

vergence in I is pure UV. We will see that these remaining UV divergences can be removed

by counterterms.

Before giving the rules for constructing Eq. (102), let us consider how it should be used.

When we do a collinear loop involving an insertion of this operator we expand in (p−/µ−)ε,

but DO NOT expand the (k+/µ+)ε factors, and we do the opposite for a soft loop. This

dimensional regularization rule is forced on us in any field theory with a multipole expan-

sion, and SCETII has a multipole expansion between components of the soft and collinear

momenta. The rule was discussed in Ref. [51] for NRQCD in examples involving mixed

21 Recall that the labels are positive for particles, and negative for antiparticles [3]. Combining both particles

and antiparticles into a single field distinguished by the sign of the label simplifies the formulation of the

effective theory. One could instead have used separate fields for the particles and antiparticles, in which

case the antiparticle field could also be chosen to have a positive label. The absolute values in |P|ε mean

that we are using the momentum of the particle, which is unambiguous, rather than the label on the field,

which is convention dependent. Due to the zero-bin conditions p−i #= 0 and k+
i #= 0, there is no problem

at the origin.
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in this subsection. For the full theory diagram, we have the integral

Iscalar
full =

∫

dDk

(2π)D

1

[(k − ")2 + i0+][k2 + i0+][(k − p)2 + i0+]
. (94)

Evaluating this onshell with pµ = p−nµ/2, "µ = "+n̄µ/2, so that p2 = "2 = 0, we have

Iscalar
full =

−i

16π2(p−"+)

[

1

ε2
IR

−
1

εIR
ln

(p−"+

µ2

)

+
1

2
ln2

(p−"+

µ2

)

−
π2

12

]

. (95)

Here the IR divergences are regulated by dimensional regularization. For the soft and

collinear graphs in Fig. 15b,c we find

Iscalar
soft =

∑

k+ "=0

∫

dDkr

(2π)D

1

[k2−n·" n̄·k + i0+][k2+i0+][−n̄·p n·k + i0+]
, (96)

Iscalar
nc =

∑

k− "=0

∫

dDk′
r

(2π)D

1

[−n·" n̄·k + i0+][k2+i0+][k2−n̄·p n·k + i0+]
,

where in both cases the first two terms are the displayed propagators, and the last factor

comes from the non-local vertex which emits the scalar soft or collinear fields in SCETII.

To compute the EFT graphs we implement the hard cutoff in Eq. (93) to regulate UV

effects in the effective theory diagrams. With this regulator the zero-bin subtractions are

automatically zero since they are outside the region of integration. The hard cutoffs are

theta functions in the integrand so they give identically zero for the integrand evaluated

in the subtraction regions. Therefore with this regulator the full integrals are given by the

naive replacement in Eq. (15). We discuss in detail the calculation of the SCETII diagrams

in Appendix A. For the soft graph we find

Iscalar
soft = Ĩscalar

soft =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

("+a

µ

)

+ ln2
("+a

µ

)

−
π2

16

]

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

( "+

µ+

)

+ ln2
( "+

µ+

)

−
π2

16

]

, (97)

where we defined µ+ = µ/a. Note that since a boosts like a minus-momentum, µ+ behaves

like a plus-momentum, and the result in Eq. (97) is RPI-III invariant. For the collinear

graph we find

Iscalar
cn = Ĩscalar

cn =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

aµ

)

+ ln2
(p−

aµ

)

−
π2

16

]

,

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

µ−

)

+ ln2
(p−

µ−

)

−
π2

16

]

, (98)

where we defined µ− = aµ. Here µ− behaves like a minus-momentum and the result in

Eq. (98) is also RPI-III invariant. The soft and collinear regularization parameters µ±

defined in the computation of Eqs. (97) and (98) obey the anticipated relation,

µ+ µ− = µ2 , (99)

51

(Using absolute values preserves analyticity,  it corresponds 
     to positive mom. of particles and anti-particles.)



Lets try it out

Now we add the contributions from the regions ζ′ ∈ [a2,∞] and ζ′ ∈ [−∞,−a2] to give

Ic =

[

1

64π3(p−#+)

]

Γ(1 + ε)

ε

[−e−iπε/2 + eiπε/2]

ε

[

2

ε
−

π2ε

6
− 2ζ3ε

2 + . . .

]

(p−/a)−2ε

(µ)−2ε

=

[

−iΓ(1 + ε)

32π2(p−#+)

]

1

ε2

[

1 −
5π2ε2

24
+ . . .

]

(p−/a)−2ε

(µ)−2ε

=

[

−i

16π2(p−#+)

] [

1

2ε2
−

1

ε
ln

(p−

aµ

)

+ ln2
(p−

aµ

)

−
π2

16
+ . . .

]

. (A12)

This is the collinear integral result quoted in Eq. (98). A simple way to get this answer is to note that the

original collinear integral is identical to the soft integral with the replacements k+ ↔ k−, p− ↔ #+, and

a → 1/a. The answers in Eqs. (A7) and (A12) agree with this.

APPENDIX B: SCETII LOOPS IN DIM. REG. WITH DIFFERENT IR REGU-
LATORS

In this appendix we repeat the matching computation done in section VII B1 of a scalar loop integral in

SCETII. We use dimensional regularization, but modify the treatment of the IR regulator. The structure of

the full theory and effective theory diagrams changes, but again the IR divergences are properly reproduced

and the same contribution to the matching coefficient is obtained. The calculation is done for two classes

of IR regulators: i) taking three different IR masses, m1, m2, and m3 rather than just the single mass used

in section VII B 1, and ii) with m1 &= 0, m2 = m3 = 0, and external momenta offshell, #2 &= 0 and p2 &= 0.

Finally, in a part iii) we discuss subtleties related to the m1 = 0 limit of these two cases. For simplicity we

leave off the diagram prefactor ieg2G/(p−#+) and just quote results for the integrals in this appendix. In

all cases p− > 0 and #+ > 0, and (p−#+) is the perturbative scale.

i) Three IR Masses, m1, m2, m3

The full theory loop is the generalization of Eq. (VII B 1) with three IR masses,

Iscalar
full =

∫

dDk

(2π)D

1

[(k − #)2 − m2
2 + i0+][k2 − m2

1 + i0+][(k − p)2 − m2
3 + i0+]

=
−i

16π2(p−#+)

[

1

2
ln2

( m2
1

p−#+

)

+ Li2
(

1 −
m2

2

m2
1

)

+ Li2
(

1 −
m2

3

m2
1

)

]

. (B1)

In Eq. (B1) factors of the IR regulators, m2
1, m2

2, and m2
3 appear in all propagators, external momenta are

taken onshell, p2 = #2 = 0, and we have expanded in m2
i /(p−#+). The result is valid as long as (p−#+) ' m2

i ,

(p−#+)m2
1 ' m2

2m
2
3, and can not be used for the case m1 = 0 since it blows up. The result which is valid

for m1 → 0 and also reproduces Eq. (B1) is given below in Eq. (B22). The m1 = 0 result is in Eq. (B24).

The LO SCETII currents for dimensional regularization are given in Eq. (104). Using the m1,2,3 IR

regulators for the scalar and collinear loops in Figs. 15b,c we have
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∑

k+ #=0
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(2π)D
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[k2−#+ k−−m2
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+

, (B2)
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cn =

∑

k− #=0

∫

dDk′
r

(2π)D

µ2ε

[−#+ k−+i0+][k2−m2
1+i0+][k2−p− k+−m2

3+i0+]

|k−|ε|k−−p−|ε

µ2ε
−

.

Note that we keep m2
2 and m2

3 only in the propagators that are allowed to become small by the power counting

in SCETII . Eq. (16) tells us that we have zero-bin subtractions for the soft and collinear diagrams which
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taken onshell, p2 = #2 = 0, and we have expanded in m2
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Now we add the contributions from the regions ζ′ ∈ [a2,∞] and ζ′ ∈ [−∞,−a2] to give
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This is the collinear integral result quoted in Eq. (98). A simple way to get this answer is to note that the

original collinear integral is identical to the soft integral with the replacements k+ ↔ k−, p− ↔ #+, and

a → 1/a. The answers in Eqs. (A7) and (A12) agree with this.

APPENDIX B: SCETII LOOPS IN DIM. REG. WITH DIFFERENT IR REGU-
LATORS

In this appendix we repeat the matching computation done in section VII B1 of a scalar loop integral in

SCETII. We use dimensional regularization, but modify the treatment of the IR regulator. The structure of

the full theory and effective theory diagrams changes, but again the IR divergences are properly reproduced

and the same contribution to the matching coefficient is obtained. The calculation is done for two classes

of IR regulators: i) taking three different IR masses, m1, m2, and m3 rather than just the single mass used

in section VII B 1, and ii) with m1 &= 0, m2 = m3 = 0, and external momenta offshell, #2 &= 0 and p2 &= 0.

Finally, in a part iii) we discuss subtleties related to the m1 = 0 limit of these two cases. For simplicity we

leave off the diagram prefactor ieg2G/(p−#+) and just quote results for the integrals in this appendix. In

all cases p− > 0 and #+ > 0, and (p−#+) is the perturbative scale.

i) Three IR Masses, m1, m2, m3

The full theory loop is the generalization of Eq. (VII B 1) with three IR masses,
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In Eq. (B1) factors of the IR regulators, m2
1, m2

2, and m2
3 appear in all propagators, external momenta are

taken onshell, p2 = #2 = 0, and we have expanded in m2
i /(p−#+). The result is valid as long as (p−#+) ' m2

i ,

(p−#+)m2
1 ' m2

2m
2
3, and can not be used for the case m1 = 0 since it blows up. The result which is valid

for m1 → 0 and also reproduces Eq. (B1) is given below in Eq. (B22). The m1 = 0 result is in Eq. (B24).

The LO SCETII currents for dimensional regularization are given in Eq. (104). Using the m1,2,3 IR

regulators for the scalar and collinear loops in Figs. 15b,c we have
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.

Note that we keep m2
2 and m2

3 only in the propagators that are allowed to become small by the power counting

in SCETII . Eq. (16) tells us that we have zero-bin subtractions for the soft and collinear diagrams which
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Now we add the contributions from the regions ζ′ ∈ [a2,∞] and ζ′ ∈ [−∞,−a2] to give
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This is the collinear integral result quoted in Eq. (98). A simple way to get this answer is to note that the

original collinear integral is identical to the soft integral with the replacements k+ ↔ k−, p− ↔ #+, and

a → 1/a. The answers in Eqs. (A7) and (A12) agree with this.

APPENDIX B: SCETII LOOPS IN DIM. REG. WITH DIFFERENT IR REGU-
LATORS

In this appendix we repeat the matching computation done in section VII B1 of a scalar loop integral in

SCETII. We use dimensional regularization, but modify the treatment of the IR regulator. The structure of

the full theory and effective theory diagrams changes, but again the IR divergences are properly reproduced

and the same contribution to the matching coefficient is obtained. The calculation is done for two classes

of IR regulators: i) taking three different IR masses, m1, m2, and m3 rather than just the single mass used

in section VII B 1, and ii) with m1 &= 0, m2 = m3 = 0, and external momenta offshell, #2 &= 0 and p2 &= 0.

Finally, in a part iii) we discuss subtleties related to the m1 = 0 limit of these two cases. For simplicity we

leave off the diagram prefactor ieg2G/(p−#+) and just quote results for the integrals in this appendix. In

all cases p− > 0 and #+ > 0, and (p−#+) is the perturbative scale.

i) Three IR Masses, m1, m2, m3

The full theory loop is the generalization of Eq. (VII B 1) with three IR masses,

Iscalar
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In Eq. (B1) factors of the IR regulators, m2
1, m2

2, and m2
3 appear in all propagators, external momenta are

taken onshell, p2 = #2 = 0, and we have expanded in m2
i /(p−#+). The result is valid as long as (p−#+) ' m2

i ,

(p−#+)m2
1 ' m2

2m
2
3, and can not be used for the case m1 = 0 since it blows up. The result which is valid

for m1 → 0 and also reproduces Eq. (B1) is given below in Eq. (B22). The m1 = 0 result is in Eq. (B24).

The LO SCETII currents for dimensional regularization are given in Eq. (104). Using the m1,2,3 IR

regulators for the scalar and collinear loops in Figs. 15b,c we have

Iscalar
soft =

∑

k+ #=0

∫

dDkr

(2π)D
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[k2−#+ k−−m2
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Iscalar
cn =

∑

k− #=0

∫

dDk′
r

(2π)D
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Note that we keep m2
2 and m2

3 only in the propagators that are allowed to become small by the power counting

in SCETII . Eq. (16) tells us that we have zero-bin subtractions for the soft and collinear diagrams which
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The subtraction integral cancels the singularity in Ĩscalar
cn as k− → 0 as long as m1 "= 0. The complete

collinear result, Iscalar
cn = Ĩscalar

cn − Iscalar
0cn , is very similar to the soft result
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The results in Eqs. (B5) and (B7) have 1/εUV ln(m2) divergences, which are canceled by the φ(0, µ)/ε type

counterterms. For this scalar calculation these divergences are canceled by a graph containing the insertion

of the renormalized currents in Eq. (111) with additional counterterm coefficients for the convolution integral

as given in Eq. (112). Contracting the scalar gluon as in Fig. 15b), using the same IR mass regulator, and

pulling out the same prefactor as the other diagrams gives
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Due to our choice of δC(0d,0e) this exactly cancels the 1/εUV ln(m2) terms in the collinear and soft loops.

Adding the soft, collinear, and counterterm graphs we find the full SCETII result
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The effective theory result in Eq. (B9) has UV divergences which are the same as in Eq. (114), and are

canceled by a counterterm for the jet function coefficient J (0a), as given in Eq. (115). The renormalized

EFT result is
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The first three terms exactly reproduces the IR divergences in the full theory result in Eq. (B1), including

the entire functional dependence on the ratios of m2
i , and the fourth term vanishes since µ2 = µ+ µ−. The

difference of the remaining finite terms gives a contribution to the one-loop matching coefficient
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. (B11)

This result exactly reproduces the matching coefficient in Eq. (118), as anticipated. In the limit m2,3 → 0

all results go smoothly over to those in section VII B 1.
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Now we add the contributions from the regions ζ′ ∈ [a2,∞] and ζ′ ∈ [−∞,−a2] to give
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This is the collinear integral result quoted in Eq. (98). A simple way to get this answer is to note that the

original collinear integral is identical to the soft integral with the replacements k+ ↔ k−, p− ↔ #+, and

a → 1/a. The answers in Eqs. (A7) and (A12) agree with this.

APPENDIX B: SCETII LOOPS IN DIM. REG. WITH DIFFERENT IR REGU-
LATORS

In this appendix we repeat the matching computation done in section VII B1 of a scalar loop integral in

SCETII. We use dimensional regularization, but modify the treatment of the IR regulator. The structure of

the full theory and effective theory diagrams changes, but again the IR divergences are properly reproduced

and the same contribution to the matching coefficient is obtained. The calculation is done for two classes

of IR regulators: i) taking three different IR masses, m1, m2, and m3 rather than just the single mass used

in section VII B 1, and ii) with m1 &= 0, m2 = m3 = 0, and external momenta offshell, #2 &= 0 and p2 &= 0.

Finally, in a part iii) we discuss subtleties related to the m1 = 0 limit of these two cases. For simplicity we

leave off the diagram prefactor ieg2G/(p−#+) and just quote results for the integrals in this appendix. In

all cases p− > 0 and #+ > 0, and (p−#+) is the perturbative scale.

i) Three IR Masses, m1, m2, m3

The full theory loop is the generalization of Eq. (VII B 1) with three IR masses,
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In Eq. (B1) factors of the IR regulators, m2
1, m2

2, and m2
3 appear in all propagators, external momenta are

taken onshell, p2 = #2 = 0, and we have expanded in m2
i /(p−#+). The result is valid as long as (p−#+) ' m2

i ,

(p−#+)m2
1 ' m2

2m
2
3, and can not be used for the case m1 = 0 since it blows up. The result which is valid

for m1 → 0 and also reproduces Eq. (B1) is given below in Eq. (B22). The m1 = 0 result is in Eq. (B24).

The LO SCETII currents for dimensional regularization are given in Eq. (104). Using the m1,2,3 IR

regulators for the scalar and collinear loops in Figs. 15b,c we have
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Iscalar
cn =

∑
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Note that we keep m2
2 and m2

3 only in the propagators that are allowed to become small by the power counting

in SCETII . Eq. (16) tells us that we have zero-bin subtractions for the soft and collinear diagrams which
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What if m1 = 0?

difference of the remaining finite terms gives a contribution to the one-loop matching coefficient
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This result exactly reproduces the matching coefficient in Eqs. (118) and (B11) using a different IR regulator.

This is as expected since the full theory was UV finite, and the same UV regulator was used in the SCETII

calculation. In the limit L2, P 2 → 0 all the results go smoothly over to the results presented in section VII B 1.

iii) The limit m1 → 0 of cases i) and ii)

Finally, we discuss the limit m1 → 0 of the IR regulators considered above in cases i) and ii). This is

not a smooth limit in either the full or effective theories. In the following we use the notation Q2 ≡ (p−"+)

as a shorthand for our large perturbative scale.

We first consider the full theory loop integrals, but in expanding out the IR regulators we keep the first

subleading terms in the expansions in cases where the leading term vanishes as m2
1 → 0. So for the expansion

in m2
1,2,3/Q2 in case i), we keep subleading m2

2,3 terms if the leading term is proportional to m2
1. For the

expansion in m2
1/Q2, L2/Q2, and P 2/Q2 in case ii) we keep subleading L2 and P 2 terms when the leading

term is proportional to m2
1. For the m1,2,3 $= 0 regulator this gives
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while for the m2
1 $= 0, p2 = −P 2 $= 0, and "2 = −L2 $= 0 we have
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From Eq. (B22) we see that as long as Q2m2
1 % m2

2m
2
3, as is the case if all the IR masses are the

same order in the power counting, then ξ → Q2m2
1, and expanding Eq. (B22) reproduces the result quoted

in Eq. (B1). If we set m1 = 0, then the leading m2
i /Q2 terms in the double log and di-logs vanish, and

subleading terms regulate the IR divergences. In this case ξ → −m2
2m

2
3, and we obtain
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We have checked that Eq. (B24) agrees with the result obtained by setting m1 = 0 before evaluating

the integral. Since subleading terms are regulating the IR divergences the result depends on the product

ln(m2
2) ln(m2

3) and thus no longer has a form that can be factorized in a straightforward manner into soft

and collinear parts. The situation is very similar for case ii). Expanding Eq. (B23) when Q2m2
1 % L2P 2

gives ξ → Q2m2
1 and reproduces the result quoted in Eq. (B12). If we set m1 = 0 then the leading term

in ξ vanishes and subleading L2 and P 2 terms regulate divergences in the double log and di-logs, with

ξ → −L2P 2. In this case
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difference of the remaining finite terms gives a contribution to the one-loop matching coefficient
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This result exactly reproduces the matching coefficient in Eqs. (118) and (B11) using a different IR regulator.

This is as expected since the full theory was UV finite, and the same UV regulator was used in the SCETII

calculation. In the limit L2, P 2 → 0 all the results go smoothly over to the results presented in section VII B 1.

iii) The limit m1 → 0 of cases i) and ii)

Finally, we discuss the limit m1 → 0 of the IR regulators considered above in cases i) and ii). This is

not a smooth limit in either the full or effective theories. In the following we use the notation Q2 ≡ (p−"+)

as a shorthand for our large perturbative scale.

We first consider the full theory loop integrals, but in expanding out the IR regulators we keep the first

subleading terms in the expansions in cases where the leading term vanishes as m2
1 → 0. So for the expansion

in m2
1,2,3/Q2 in case i), we keep subleading m2

2,3 terms if the leading term is proportional to m2
1. For the

expansion in m2
1/Q2, L2/Q2, and P 2/Q2 in case ii) we keep subleading L2 and P 2 terms when the leading

term is proportional to m2
1. For the m1,2,3 $= 0 regulator this gives
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while for the m2
1 $= 0, p2 = −P 2 $= 0, and "2 = −L2 $= 0 we have
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From Eq. (B22) we see that as long as Q2m2
1 % m2

2m
2
3, as is the case if all the IR masses are the

same order in the power counting, then ξ → Q2m2
1, and expanding Eq. (B22) reproduces the result quoted

in Eq. (B1). If we set m1 = 0, then the leading m2
i /Q2 terms in the double log and di-logs vanish, and
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3, and we obtain
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We have checked that Eq. (B24) agrees with the result obtained by setting m1 = 0 before evaluating

the integral. Since subleading terms are regulating the IR divergences the result depends on the product

ln(m2
2) ln(m2

3) and thus no longer has a form that can be factorized in a straightforward manner into soft

and collinear parts. The situation is very similar for case ii). Expanding Eq. (B23) when Q2m2
1 % L2P 2

gives ξ → Q2m2
1 and reproduces the result quoted in Eq. (B12). If we set m1 = 0 then the leading term
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difference of the remaining finite terms gives a contribution to the one-loop matching coefficient
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In QCD we expect confinement to act like                 ,       m1 != 0
so that the s  & c  modes absorb “m”, just as we saw in
our calculations with rapidity regulators.

If we set                   we become sensitive to “m” region.m1 = 0



Implications for our singular Convolutions

like the example discussed in SCETI, in SCETII we must avoid the zero-bin in hard scattering

kernels defined by tree level matching. Doing so removes the double counting problem and

renders singular convolutions finite.

We will use dimensional regularization to separate the modes in rapidity space as in

Eq. (102). To see why the convolution integrals are always finite, let us consider the vacuum

to pion matrix element of a hard scattering kernel J(p−i , µ−, µ2) and a twist-2 collinear

operator in SCETII that gives the light-cone distribution function φπ(x, µ). For simplicity

we will not write the µ-dependences for J and φπ below.22 This leaves the matrix element

Aπ =
∑

p−1,2 "=0

∫

dp−1rdp−2r J(p−1 , p−2 )
〈

πn(pπ)
∣

∣(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣0
〉

∣

∣

∣

∣

p−1 p−2
µ2
−

∣

∣

∣

∣

ε

(119)

= −ifπ

∑

p−1,2 "=0

∫

dp−1rdp−2r J(p−1 , p−2 ) δ(n̄·pπ−p−1 −p−2 ) φπ(x1, x2)

∣

∣

∣

∣

p−1 p−2
µ2
−

∣

∣

∣

∣

ε

= −ifπ n̄·pπ

( n̄·pπ

µ−

)2ε ∑

x1,2 "=0

∫

dx1rdx2r J(x1, x2) δ(1−x1−x2) φπ(x1, x2)
∣

∣x1x2

∣

∣

ε
,

where we switched to dimensionless variables x1,2 via p−1 = x1 n̄·pπ and p−2 = x2 n̄·pπ, and in

the second line we inserted the standard definition of the twist-2 distribution function

〈

π+
n (pπ)

∣

∣ūn,p−1
n̄/γ5 dn,−p−2

∣

∣0
〉

= −ifπ δ(n̄·pπ−p−1 −p−2 ) φπ(x1, x2, µ) , (120)

where the δ function gives conservation of momentum. Now suppose that we computed J at

tree level (by a matching computation) and found that J(x1, x2) = 1/(p−1 )2 = 1/[(n̄·pπ)2 x2
1].

If we were not careful about the x1 "= 0 condition, this would lead to a singular convolution

integral as in Eq. (2). The zero-bin subtraction formula in Eq. (16) tells us to impose the

momentum conserving δ-functions carrying through all zero-bin constraints. Since the x2-

integration is not singular, there are no zero-bin subtractions for x2 "= 0 and we can combine

the sum over label x2 momenta and integral over residual x2r momenta back into a integral

over all x2 momenta using Eq. (15):

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε ∑

x1 "=0

∫

dx1r dx2
1

(x1)2
δ(1−x1−x2) φπ(x1, x2)

∣
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∣
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ε
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fπ

n̄·pπ

( n̄·pπ
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)2ε ∑

x1 "=0

∫

dx1r
1

(x1)2
θ(1−x1)θ(x1) φ̂π(x1)

∣

∣x1(1−x1)
∣

∣

ε
. (121)

where x̄1 = 1− x1. If there had been zero-bin subtractions for x2 they would carry through

as additional zero-bin subtractions at x1 "= 1 after removing the δ-function. In the last

line we set φπ(x1, x̄1) = θ(1−x1)θ(x1) φ̂π(x1) to make the support of the non-perturbative

22 Note that integer powers of the p−i can be moved from J to the collinear operator by inserting powers of

P̄ , but that our analysis is independent of this freedom.
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where x̄1 = 1− x1. If there had been zero-bin subtractions for x2 they would carry through

as additional zero-bin subtractions at x1 "= 1 after removing the δ-function. In the last

line we set φπ(x1, x̄1) = θ(1−x1)θ(x1) φ̂π(x1) to make the support of the non-perturbative

22 Note that integer powers of the p−i can be moved from J to the collinear operator by inserting powers of

P̄ , but that our analysis is independent of this freedom.
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distribution function explicit. To turn the final sum over labels and integral over residual

momenta into an integral over x1, there will be zero-bin subtractions from Eq. (16). The

subtraction acts on the integrand including the θ-functions, but just as in our perturbative

analysis, it does not act on the |x1(1−x1)|ε factor. The expansion for x1 "= 0 is from the

right, about x1 = 0+, since this is how the variable scales towards the zero-bin region:

θ(1−x1)θ(x1)φ̂π(x1) = θ(x1)
[

φ̂π(0) + x1 φ̂′
π(0) +

x2
1

2
φ̂′′

π(0) + . . .
]

+ θ(x1)φ̂π(0)
[

δ(1−x1)+. . .
]

. (122)

In the set of terms obtained on the first line, the θ(1 − x1) disappears in the series so the

support of the x1 integration for the subtraction terms differs from that for the naive integral.

This is the same as what we saw in our perturbation theory example in Eq. (109), where

the naive integral was integrated over k− ∈ [0, p−], ie. x1 ∈ [0, 1], but the the subtraction

integral was integrated over k− ∈ [0,∞], ie. x1 ∈ [0,∞]. In the last line in Eq. (122), the

terms are all zero (or finite subtractions) for the cases considered here, and therefore these

terms do not contribute for our choice of zero-bin scheme as discussed in section IV.

Lets make the standard assumption for the twist-2 distribution that φπ(0) = 0. Then

using Eq. (16), the result for Aπ is

Aπ =
−ifπ

n̄·pπ

(p−π
µ−

)2ε
∫

dx1
θ(x1)

(x1)2

[

θ(1−x1) φ̂π(x1)−x1φ̂
′
π(0)

]

∣

∣x1(1−x1)
∣

∣

−ε
, (123)

where as usual only the subtraction needed to remove the singular term was kept. Next we

split the integration into a finite integral x1 ∈ [0, 1] where the factor of |x1(1−x1)|ε can be

set to 1, and the integral of the subtraction term over x1 ∈ [1,∞] where the ε dependent

term is needed

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
−

∫ ∞

1

dx1
xε

1(x1−1)ε

(x1)2

[

x1φ
′
π(0)

]

}

= −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
+

1

2εUV

[

φ′
π(0) + ε φ′

π1(0)
]

}

, (124)

Here all constant terms are kept, but terms of O(ε) have been dropped. The term εφ′
π1(0)

indicates the O(ε) term which contributes from expanding the d-dimensional renormalized

φ′
π(0). It is the φ′

π1(0) term that contains a ln2(m) type IR divergence.

Eq. (124) is UV divergent, but we must still add to it the pion matrix element of the

counterterm operator. This operator is determined by the UV counterterms that are neces-

sary to renormalize our original operator, and can be derived in perturbation theory with

any desired external states. Carrying out a one-loop computation with external quark states

and using our perturbative kernel J = 1/(p−1 )2 we find the counterterm operator

O[1]
ct = −

1

2εUV

∫

dp−2

[ ∂

∂p−1
−

∂

∂(p−1 +p−2 )

]

(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣

∣

∣

p−1 →0

. (125)
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distribution function explicit. To turn the final sum over labels and integral over residual

momenta into an integral over x1, there will be zero-bin subtractions from Eq. (16). The

subtraction acts on the integrand including the θ-functions, but just as in our perturbative

analysis, it does not act on the |x1(1−x1)|ε factor. The expansion for x1 "= 0 is from the

right, about x1 = 0+, since this is how the variable scales towards the zero-bin region:

θ(1−x1)θ(x1)φ̂π(x1) = θ(x1)
[

φ̂π(0) + x1 φ̂′
π(0) +

x2
1

2
φ̂′′

π(0) + . . .
]

+ θ(x1)φ̂π(0)
[

δ(1−x1)+. . .
]

. (122)

In the set of terms obtained on the first line, the θ(1 − x1) disappears in the series so the

support of the x1 integration for the subtraction terms differs from that for the naive integral.

This is the same as what we saw in our perturbation theory example in Eq. (109), where

the naive integral was integrated over k− ∈ [0, p−], ie. x1 ∈ [0, 1], but the the subtraction

integral was integrated over k− ∈ [0,∞], ie. x1 ∈ [0,∞]. In the last line in Eq. (122), the

terms are all zero (or finite subtractions) for the cases considered here, and therefore these

terms do not contribute for our choice of zero-bin scheme as discussed in section IV.

Lets make the standard assumption for the twist-2 distribution that φπ(0) = 0. Then

using Eq. (16), the result for Aπ is

Aπ =
−ifπ

n̄·pπ

(p−π
µ−

)2ε
∫

dx1
θ(x1)

(x1)2

[

θ(1−x1) φ̂π(x1)−x1φ̂
′
π(0)

]

∣

∣x1(1−x1)
∣

∣

−ε
, (123)

where as usual only the subtraction needed to remove the singular term was kept. Next we

split the integration into a finite integral x1 ∈ [0, 1] where the factor of |x1(1−x1)|ε can be

set to 1, and the integral of the subtraction term over x1 ∈ [1,∞] where the ε dependent

term is needed

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
−

∫ ∞

1

dx1
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1(x1−1)ε

(x1)2

[

x1φ
′
π(0)

]

}

= −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
+

1

2εUV

[

φ′
π(0) + ε φ′

π1(0)
]

}

, (124)

Here all constant terms are kept, but terms of O(ε) have been dropped. The term εφ′
π1(0)

indicates the O(ε) term which contributes from expanding the d-dimensional renormalized

φ′
π(0). It is the φ′

π1(0) term that contains a ln2(m) type IR divergence.

Eq. (124) is UV divergent, but we must still add to it the pion matrix element of the

counterterm operator. This operator is determined by the UV counterterms that are neces-

sary to renormalize our original operator, and can be derived in perturbation theory with

any desired external states. Carrying out a one-loop computation with external quark states

and using our perturbative kernel J = 1/(p−1 )2 we find the counterterm operator

O[1]
ct = −

1

2εUV

∫

dp−2

[ ∂

∂p−1
−

∂

∂(p−1 +p−2 )

]

(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣

∣

∣

p−1 →0
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distribution function explicit. To turn the final sum over labels and integral over residual

momenta into an integral over x1, there will be zero-bin subtractions from Eq. (16). The

subtraction acts on the integrand including the θ-functions, but just as in our perturbative

analysis, it does not act on the |x1(1−x1)|ε factor. The expansion for x1 "= 0 is from the

right, about x1 = 0+, since this is how the variable scales towards the zero-bin region:

θ(1−x1)θ(x1)φ̂π(x1) = θ(x1)
[

φ̂π(0) + x1 φ̂′
π(0) +

x2
1

2
φ̂′′

π(0) + . . .
]

+ θ(x1)φ̂π(0)
[

δ(1−x1)+. . .
]

. (122)

In the set of terms obtained on the first line, the θ(1 − x1) disappears in the series so the

support of the x1 integration for the subtraction terms differs from that for the naive integral.

This is the same as what we saw in our perturbation theory example in Eq. (109), where

the naive integral was integrated over k− ∈ [0, p−], ie. x1 ∈ [0, 1], but the the subtraction

integral was integrated over k− ∈ [0,∞], ie. x1 ∈ [0,∞]. In the last line in Eq. (122), the

terms are all zero (or finite subtractions) for the cases considered here, and therefore these

terms do not contribute for our choice of zero-bin scheme as discussed in section IV.

Lets make the standard assumption for the twist-2 distribution that φπ(0) = 0. Then

using Eq. (16), the result for Aπ is

Aπ =
−ifπ

n̄·pπ

(p−π
µ−

)2ε
∫

dx1
θ(x1)

(x1)2

[

θ(1−x1) φ̂π(x1)−x1φ̂
′
π(0)

]

∣

∣x1(1−x1)
∣

∣

−ε
, (123)

where as usual only the subtraction needed to remove the singular term was kept. Next we

split the integration into a finite integral x1 ∈ [0, 1] where the factor of |x1(1−x1)|ε can be

set to 1, and the integral of the subtraction term over x1 ∈ [1,∞] where the ε dependent

term is needed

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
−

∫ ∞

1

dx1
xε

1(x1−1)ε

(x1)2

[

x1φ
′
π(0)

]

}

= −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
+

1

2εUV

[

φ′
π(0) + ε φ′

π1(0)
]

}

, (124)

Here all constant terms are kept, but terms of O(ε) have been dropped. The term εφ′
π1(0)

indicates the O(ε) term which contributes from expanding the d-dimensional renormalized

φ′
π(0). It is the φ′

π1(0) term that contains a ln2(m) type IR divergence.

Eq. (124) is UV divergent, but we must still add to it the pion matrix element of the

counterterm operator. This operator is determined by the UV counterterms that are neces-

sary to renormalize our original operator, and can be derived in perturbation theory with

any desired external states. Carrying out a one-loop computation with external quark states

and using our perturbative kernel J = 1/(p−1 )2 we find the counterterm operator

O[1]
ct = −

1

2εUV

∫

dp−2

[ ∂

∂p−1
−

∂

∂(p−1 +p−2 )

]

(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣

∣

∣

p−1 →0
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distribution function explicit. To turn the final sum over labels and integral over residual

momenta into an integral over x1, there will be zero-bin subtractions from Eq. (16). The

subtraction acts on the integrand including the θ-functions, but just as in our perturbative

analysis, it does not act on the |x1(1−x1)|ε factor. The expansion for x1 "= 0 is from the

right, about x1 = 0+, since this is how the variable scales towards the zero-bin region:

θ(1−x1)θ(x1)φ̂π(x1) = θ(x1)
[

φ̂π(0) + x1 φ̂′
π(0) +

x2
1

2
φ̂′′

π(0) + . . .
]

+ θ(x1)φ̂π(0)
[

δ(1−x1)+. . .
]

. (122)

In the set of terms obtained on the first line, the θ(1 − x1) disappears in the series so the

support of the x1 integration for the subtraction terms differs from that for the naive integral.

This is the same as what we saw in our perturbation theory example in Eq. (109), where

the naive integral was integrated over k− ∈ [0, p−], ie. x1 ∈ [0, 1], but the the subtraction

integral was integrated over k− ∈ [0,∞], ie. x1 ∈ [0,∞]. In the last line in Eq. (122), the

terms are all zero (or finite subtractions) for the cases considered here, and therefore these

terms do not contribute for our choice of zero-bin scheme as discussed in section IV.

Lets make the standard assumption for the twist-2 distribution that φπ(0) = 0. Then

using Eq. (16), the result for Aπ is

Aπ =
−ifπ

n̄·pπ

(p−π
µ−

)2ε
∫

dx1
θ(x1)

(x1)2

[

θ(1−x1) φ̂π(x1)−x1φ̂
′
π(0)

]

∣

∣x1(1−x1)
∣

∣

−ε
, (123)

where as usual only the subtraction needed to remove the singular term was kept. Next we

split the integration into a finite integral x1 ∈ [0, 1] where the factor of |x1(1−x1)|ε can be

set to 1, and the integral of the subtraction term over x1 ∈ [1,∞] where the ε dependent

term is needed

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
−

∫ ∞

1

dx1
xε

1(x1−1)ε

(x1)2

[

x1φ
′
π(0)

]

}

= −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
+

1

2εUV

[

φ′
π(0) + ε φ′

π1(0)
]

}

, (124)

Here all constant terms are kept, but terms of O(ε) have been dropped. The term εφ′
π1(0)

indicates the O(ε) term which contributes from expanding the d-dimensional renormalized

φ′
π(0). It is the φ′

π1(0) term that contains a ln2(m) type IR divergence.

Eq. (124) is UV divergent, but we must still add to it the pion matrix element of the

counterterm operator. This operator is determined by the UV counterterms that are neces-

sary to renormalize our original operator, and can be derived in perturbation theory with

any desired external states. Carrying out a one-loop computation with external quark states

and using our perturbative kernel J = 1/(p−1 )2 we find the counterterm operator

O[1]
ct = −

1

2εUV

∫

dp−2

[ ∂

∂p−1
−

∂

∂(p−1 +p−2 )

]

(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣

∣

∣
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distribution function explicit. To turn the final sum over labels and integral over residual

momenta into an integral over x1, there will be zero-bin subtractions from Eq. (16). The

subtraction acts on the integrand including the θ-functions, but just as in our perturbative

analysis, it does not act on the |x1(1−x1)|ε factor. The expansion for x1 "= 0 is from the

right, about x1 = 0+, since this is how the variable scales towards the zero-bin region:

θ(1−x1)θ(x1)φ̂π(x1) = θ(x1)
[

φ̂π(0) + x1 φ̂′
π(0) +

x2
1

2
φ̂′′

π(0) + . . .
]

+ θ(x1)φ̂π(0)
[

δ(1−x1)+. . .
]

. (122)

In the set of terms obtained on the first line, the θ(1 − x1) disappears in the series so the

support of the x1 integration for the subtraction terms differs from that for the naive integral.

This is the same as what we saw in our perturbation theory example in Eq. (109), where

the naive integral was integrated over k− ∈ [0, p−], ie. x1 ∈ [0, 1], but the the subtraction

integral was integrated over k− ∈ [0,∞], ie. x1 ∈ [0,∞]. In the last line in Eq. (122), the

terms are all zero (or finite subtractions) for the cases considered here, and therefore these

terms do not contribute for our choice of zero-bin scheme as discussed in section IV.

Lets make the standard assumption for the twist-2 distribution that φπ(0) = 0. Then

using Eq. (16), the result for Aπ is

Aπ =
−ifπ

n̄·pπ

(p−π
µ−

)2ε
∫

dx1
θ(x1)

(x1)2

[

θ(1−x1) φ̂π(x1)−x1φ̂
′
π(0)

]

∣

∣x1(1−x1)
∣

∣

−ε
, (123)

where as usual only the subtraction needed to remove the singular term was kept. Next we

split the integration into a finite integral x1 ∈ [0, 1] where the factor of |x1(1−x1)|ε can be

set to 1, and the integral of the subtraction term over x1 ∈ [1,∞] where the ε dependent

term is needed

Aπ = −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
−

∫ ∞

1

dx1
xε

1(x1−1)ε

(x1)2

[

x1φ
′
π(0)

]

}

= −i
fπ

n̄·pπ

( n̄·pπ

µ−

)2ε
{

∫ 1

0

dx1
φπ(x1) − x1φ′

π(0)

(x1)2
+

1

2εUV

[

φ′
π(0) + ε φ′

π1(0)
]

}

, (124)

Here all constant terms are kept, but terms of O(ε) have been dropped. The term εφ′
π1(0)

indicates the O(ε) term which contributes from expanding the d-dimensional renormalized

φ′
π(0). It is the φ′

π1(0) term that contains a ln2(m) type IR divergence.

Eq. (124) is UV divergent, but we must still add to it the pion matrix element of the

counterterm operator. This operator is determined by the UV counterterms that are neces-

sary to renormalize our original operator, and can be derived in perturbation theory with

any desired external states. Carrying out a one-loop computation with external quark states

and using our perturbative kernel J = 1/(p−1 )2 we find the counterterm operator

O[1]
ct = −

1

2εUV

∫

dp−2

[ ∂

∂p−1
−

∂

∂(p−1 +p−2 )

]

(ξ̄nW )p−
1
n̄/γ5(W

†ξn)−p−
2

∣

∣

∣

∣

p−1 →0

. (125)
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The derivative with respect to (p−1 + p−2 ) removes surface terms. In the vacuum to pion

matrix element, they would result from a d/dp−1 of the δ-function in Eq. (120) if we had left

out the d/d(p−1 +p−2 ). At tree level with quarks the matrix element of this operator vanishes

— one obtains δ′(p−) factors and the quark states have non-zero p− momenta. The vacuum

to pion matrix element of O[1]
ct gives

Act
π = −

1

2εUV

∫

dp−2

[ d

dp−1
+

d

dp−π

]

〈πn(pπ)
∣

∣(ξ̄nW )p−1
n̄/γ5(W

†ξn)−p−2

∣

∣0
〉

∣

∣

∣

p−
1
→0

=
ifπ

2εUV p−π

∫

dp−2 δ(n̄·pπ−p−1 −p−2 ) φ(1,0)
π (x1, x2, µ)

∣

∣

∣

p−1 →0

= i
fπ

n̄·pπ

1

2εUV
φ′

π(0) , (126)

where the superscript (1, 0) indicates a derivative with respect to the first argument. Adding

this to Eq. (124), the UV divergence cancels, and sending ε → 0 we obtain the finite result

Aπ + Act
π = −i

fπ

n̄·pπ

{
∫ 1

0

dx1
φπ(x1, µ) − x1φ′

π(0, µ)

(x1)2
+ φ′

π(0, µ) ln
( n̄·pπ

µ−

)

+
1

2
φ′

π1(0)

}

≡ −i
fπ

n̄·pπ

∫ 1

0

dx1
φπ(x1, µ, µ−)

(x2
1)ø

. (127)

As indicated, performing the steps outlined from Eq. (119) to (127) defines the ø-distribution

in dimensional regularization with our renormalization scheme. The µ− in the distribution,

φ(x1, µ, µ−) is a short hand for the dependence on the ln(µ−) in the first line of Eq. (127).

Once again, in Eq. (127) the zero-bin subtraction has converted an IR divergence into a

UV divergence – the naive IR divergence in the convolution has been converted into a UV

divergence for the operator in Eq. (120), which is canceled by the operator renormalization

counterterm in Eq. (125). Essentially the ø-distribution notation on a variable, (x)ø indicates

that we have a sum over labels x %= 0, and do an integral over residuals dxr, together with

applying the rapidity renormalization procedure outlined above for the UV divergences.

For other cases, the steps in determining the result for the ø-distribution are the same as

in our example; however it should be clear that the final result will depend on how singular

the perturbative kernel is, as well as the endpoint properties of the non-perturbative function

that the ø-distribution is acting on. In particular, if the starting kernel was not singular there

would be no zero-bin subtractions and we would obtain the naive result for the convolution

that one finds without the ø-distribution. Note that if we had implemented a hard cutoff

as in section VIIA1 rather than dimensional regularization, then lower limits, like x ≥ δ,

would be induced on the convolution integrals, together with compensating δ dependence in

the jet functions.

For illustration, we consider a few other cases in dimensional regularization that are quite

common and which are needed in the next section. First consider a distribution φp
π(x1, x2, µ)

that does not vanish at its endpoints, integrated against a kernel J = 1/(n̄·pπ p−1 ). For the
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The derivative with respect to (p−1 + p−2 ) removes surface terms. In the vacuum to pion

matrix element, they would result from a d/dp−1 of the δ-function in Eq. (120) if we had left

out the d/d(p−1 +p−2 ). At tree level with quarks the matrix element of this operator vanishes

— one obtains δ′(p−) factors and the quark states have non-zero p− momenta. The vacuum

to pion matrix element of O[1]
ct gives

Act
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2εUV
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+
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1

2εUV
φ′

π(0) , (126)

where the superscript (1, 0) indicates a derivative with respect to the first argument. Adding

this to Eq. (124), the UV divergence cancels, and sending ε → 0 we obtain the finite result

Aπ + Act
π = −i

fπ

n̄·pπ

{
∫ 1

0

dx1
φπ(x1, µ) − x1φ′

π(0, µ)

(x1)2
+ φ′

π(0, µ) ln
( n̄·pπ

µ−

)

+
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π1(0)

}

≡ −i
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n̄·pπ

∫ 1

0

dx1
φπ(x1, µ, µ−)

(x2
1)ø

. (127)

As indicated, performing the steps outlined from Eq. (119) to (127) defines the ø-distribution

in dimensional regularization with our renormalization scheme. The µ− in the distribution,

φ(x1, µ, µ−) is a short hand for the dependence on the ln(µ−) in the first line of Eq. (127).

Once again, in Eq. (127) the zero-bin subtraction has converted an IR divergence into a

UV divergence – the naive IR divergence in the convolution has been converted into a UV

divergence for the operator in Eq. (120), which is canceled by the operator renormalization

counterterm in Eq. (125). Essentially the ø-distribution notation on a variable, (x)ø indicates

that we have a sum over labels x %= 0, and do an integral over residuals dxr, together with

applying the rapidity renormalization procedure outlined above for the UV divergences.

For other cases, the steps in determining the result for the ø-distribution are the same as

in our example; however it should be clear that the final result will depend on how singular

the perturbative kernel is, as well as the endpoint properties of the non-perturbative function

that the ø-distribution is acting on. In particular, if the starting kernel was not singular there

would be no zero-bin subtractions and we would obtain the naive result for the convolution

that one finds without the ø-distribution. Note that if we had implemented a hard cutoff

as in section VIIA1 rather than dimensional regularization, then lower limits, like x ≥ δ,

would be induced on the convolution integrals, together with compensating δ dependence in

the jet functions.

For illustration, we consider a few other cases in dimensional regularization that are quite

common and which are needed in the next section. First consider a distribution φp
π(x1, x2, µ)

that does not vanish at its endpoints, integrated against a kernel J = 1/(n̄·pπ p−1 ). For the
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+D(µ, µ−) φ′

π
(0, µ)

= finite can think of this
as a new parameter

= −i
fπ

n̄·pπ

∫ 1

0
dx1

φπ(x1)
(x2

1)ø
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in this subsection. For the full theory diagram, we have the integral

Iscalar
full =

∫

dDk

(2π)D

1

[(k − ")2 + i0+][k2 + i0+][(k − p)2 + i0+]
. (94)

Evaluating this onshell with pµ = p−nµ/2, "µ = "+n̄µ/2, so that p2 = "2 = 0, we have

Iscalar
full =

−i

16π2(p−"+)

[

1

ε2
IR

−
1

εIR
ln

(p−"+

µ2

)

+
1

2
ln2

(p−"+

µ2

)

−
π2

12

]

. (95)

Here the IR divergences are regulated by dimensional regularization. For the soft and

collinear graphs in Fig. 15b,c we find

Iscalar
soft =

∑

k+ "=0

∫

dDkr

(2π)D

1

[k2−n·" n̄·k + i0+][k2+i0+][−n̄·p n·k + i0+]
, (96)

Iscalar
nc =

∑

k− "=0

∫

dDk′
r

(2π)D

1

[−n·" n̄·k + i0+][k2+i0+][k2−n̄·p n·k + i0+]
,

where in both cases the first two terms are the displayed propagators, and the last factor

comes from the non-local vertex which emits the scalar soft or collinear fields in SCETII.

To compute the EFT graphs we implement the hard cutoff in Eq. (93) to regulate UV

effects in the effective theory diagrams. With this regulator the zero-bin subtractions are

automatically zero since they are outside the region of integration. The hard cutoffs are

theta functions in the integrand so they give identically zero for the integrand evaluated

in the subtraction regions. Therefore with this regulator the full integrals are given by the

naive replacement in Eq. (15). We discuss in detail the calculation of the SCETII diagrams

in Appendix A. For the soft graph we find

Iscalar
soft = Ĩscalar

soft =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

("+a

µ

)

+ ln2
("+a

µ

)

−
π2

16

]

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

( "+

µ+

)

+ ln2
( "+

µ+

)

−
π2

16

]

, (97)

where we defined µ+ = µ/a. Note that since a boosts like a minus-momentum, µ+ behaves

like a plus-momentum, and the result in Eq. (97) is RPI-III invariant. For the collinear

graph we find

Iscalar
cn = Ĩscalar

cn =
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

aµ

)

+ ln2
(p−

aµ

)

−
π2

16

]

,

=
−i

16π2(p−"+)

[

1

2ε2
IR

−
1

εIR
ln

(p−

µ−

)

+ ln2
(p−

µ−

)

−
π2

16

]

, (98)

where we defined µ− = aµ. Here µ− behaves like a minus-momentum and the result in

Eq. (98) is also RPI-III invariant. The soft and collinear regularization parameters µ±

defined in the computation of Eqs. (97) and (98) obey the anticipated relation,

µ+ µ− = µ2 , (99)

51

these two terms mix, and
close under the flow

Aren
π = d(µ)φ′

π(0, µ) +
∫ 1

0
dx

[
C(x, µ)

]
+
φπ(x, µ)

This generates an interesting series:

µ
d

dµ
O

ren(ω′) =

∫
dω γ(ω′, ω)Oren(ω)

[
C(x)

]

+
∼

[ 1
x2

]

+
+

[
αs ln(µ)

lnx

x2
+ . . .

]

+
+

[
α2

s ln2(µ)
ln2 x

x2
+ . . .

]

+
+ . . .
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B → π"ν̄

B M

Λ~p 22 Λ~p 22Λ~p2 Q

~p2 Q2

f(E) =
∫

dz T (z,E) ζBM
J (z,E)

+ C(E) ζBM (E)

The factorization in rapidity in SCETII discussed in section VII indicates that the jet

function matching which determines Eq. (154) will give factors of αs(µ) that are perturbative

at the jet scale µ2 ∼ EΛQCD, similar to the αs(µ) in Eq. (149). Therefore we included the

αs(µ) in the Jπ
i coefficients, rather than grouping a g2 with the operators in Eq. (153). To

evaluate the 〈π| · · · |B〉 matrix elements of the O1,2,3,4, we will need Eqs. (137) and (141),

the pion matrix element

〈

πn(p)
∣

∣(ξ̄nW )u
n̄/γ5

2
/P⊥(W †ξn)−v

∣

∣0
〉

(155)

=
〈

πn(p)
∣

∣

∣

(−u n·p)

2
(P++P−)(u, v) − i ε⊥µν

∫

dw T µν
3 (u−w, v, w)

∣

∣

∣
0
〉

=
i

2
n̄·p fπµπ δuv u

[

φp
π(µ, u, v) +

1

6
φ′σ

π (µ, u, v)
]

+ i n̄·p f3π

∫

dw δuv
φ3π(u−w, v, w)

w
,

and the B matrix elements
〈

0
∣

∣(q̄sS)−k1
n̄/n/γ5

4
(S†hv)k2

∣

∣B〉 = −i
fB mB

2
δ(k1+k2−Λ) φ−

B(k1, k2) , (156)

〈

0
∣

∣(q̄sS)−k1
n/γ5

2
(S†hv)k2

∣

∣B〉 = i
fB mB

2
δ(k1+k2−Λ) φ+

B(k1, k2) ,

〈

0
∣

∣(q̄sS)−k1(ig/B⊥
s )k3

n/γ5

2
(S†hv)k2

∣

∣B〉 = i f3B mB δ(k1+k2+k3−Λ) φ3B(k1, k2, k3) .

Here fB ∼ m−1/2
b can be taken to be the decay constant in the heavy quark limit, and

our definition for φ±
B is that of Ref. [110], while φ3B has been studied in Ref. [111] and is

proportional to Ψ̃A−Ψ̃V from Ref. [112]. The momentum conserving delta functions involve

the HQET mass of the B-state, Λ = limmb→∞(mB −mb). For the lowest order factorization

theorem for the soft form factor ζBπ(E), we find

ζBπ(E) =
fπfBmB

4E2
παs(µ)

∫ 1

0

du dv dw

∫

dk1 dk2

{

4

9
δk1k2

δuv
(1+v)φπ(u, v)

(v2)ø

φ−
B(k1, k2)

(k1)ø

+
4µπ

9
δk1k2

δuv
(φp

π+ 1
6 φ′σ

π )(u, v)

(v2)ø

φ+
B(k1, k2)

(k2
1)ø

+
f3B

fB

∫

dk3 δk1k2k3
δuv

[

φπ(u, v)

(v2)ø

× φ3B(k1, k2, k3)
9k3+k1

9[(k1+k3)2k1]ø
−

φπ(u, v)

vø

8k3 φ3B(k1, k2, k3)

9[(k1+k3)2k1]ø

]

+
f3π

fπ
δk1k2

δuvw

[

φ3π(u, v, w)

[(v+w)2 v]ø
−

7 φ3π(u, v, w)

9[w(v+w)2]ø
+

8 v̄ φ3π(u, v, w)

9[v2w(u+w)]ø

]

φ+
B(k1, k2)

(k2
1)ø

+ D-terms

}

. (157)

Here v̄ = 1−v, the ki-limits are −∞ < k2 < Λ, 0 < k1,3 < ∞ and

δk1k2
= δ(Λ −k1−k2), δk1k2k3

= δ(Λ −k1−k2−k3),

δuv = δ(1−u−v), δuvw = δ(1−u−v−w) . (158)
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δk1k2
= δ(Λ −k1−k2), δk1k2k3

= δ(Λ −k1−k2−k3),

δuv = δ(1−u−v), δuvw = δ(1−u−v−w) . (158)

74

Factorize ζBM (E):



D. The ρ–π Form Factor at Large Q2

In this section we consider γ∗ρ → π as an example of a process with convolution inte-

grals that appear to be divergent, but are tamed in our formulation of SCETII. The QCD

dynamics are described by the ρ–π form factor

〈π+(p′)|q̄γνq|ρ+(p, ε⊥)〉 = iεναβλpαp′βε⊥λ Fρπ(q2) , (134)

with ε⊥ the transverse rho polarization vector. At large Q2 = −q2 the form factor Fρπ(q2)

was studied in detail in Ref. [23], and also was discussed in [89]. The pion form factor

Fππ(q2) and leading proton form factor Fpp(q2) both scale as 1/Q2 at large Q2, however the

form factor Fρπ(q2) scales as 1/Q4. This results from an additional 1/Q suppression of the

QCD matrix element shown in Eq. (134) relative to the pion and proton cases.

In SCET, the two LO currents J (0)
j that mediate any γ∗M1 → M2 transition with light

quarks were derived in Ref. [64]. Using isospin and working in the Breit frame with incoming

momentum transfer qµ = Qn̄µ/2−Qnµ/2, the incoming partons are n-collinear and outgoing

partons are n̄-collinear. The LO matching of the QCD vector current onto SCET is

Jν →
nν +n̄ν

Q3

∫

dωj

[

C1(µ, ωj)J
(0)
1 (µ, ωj) + C2(µ, ωj)J

(0)
2 (µ, ωj)

]

,

J (0)
j =

[

χ̄n,ω1
Γjχn,ω2

][

χ̄n̄,ω3
Γ′

jχn̄,ω4

]

, (135)

and involves n-collinear isodoublet χn and n̄-collinear isodoublet χn̄ fields in SCETII. Since

the ρ and π have opposite charge conjugation, the only relevant matrix from Ref. [64] for

our two isotriplet mesons is

Γ2 ⊗ Γ′
2 =

1

4

[

(Qu + Qd)(τ
a ⊗ τa)

[

n̄/ ⊗ n/ + n̄/γ5 ⊗ n/γ5
]

. (136)

From Eq. (136) we see that there is no γ⊥, so at this order the ρ⊥–π transition is forbidden.

This is a reflection of the helicity structure of the factorization [23, 89, 89] and occurs despite

the existence of matrix elements at leading power for the relevant hadronic states:
〈

0
∣

∣

∣
d̄n,−y n̄/γµ

⊥ un,x

∣

∣

∣
ρ+

n (p, ε⊥)
〉

= fT
ρ n̄·p εµ

⊥ δ(1−x−y) φρ⊥(µ, x, y) , (137)
〈

π+
n̄ (p′)

∣

∣

∣
ūn̄,un/γ5 dn̄,−v

∣

∣

∣
0
〉

= −ifπ n·p′ δ(1−u−v) φπ(µ, u, v) .

These twist-2 matrix elements will be useful below. The notation un,x denotes a gauge

invariant product of a Wilson line and quark with momentum fraction x along the quark

arrow, un,x = δ(x− P̄/n̄ · p)W †ξ(u)
n . Similarly, d̄n,−y = ξ̄(d)

n W δ(y + P̄†/n̄ · p) etc. Finally, the

δ(1−x−y) factors on the r.h.s. of Eq. (137) comes from momentum conservation in the matrix

element. When implementing the ø-distribution we start with expressions containing δ-

functions, like those shown in Eq. (137). This is useful for cases where there are simultaneous

zero-bin subtractions in variables appearing in the δ-function.
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γ∗ρ→ π

incoming ρ and outgoing π to be built purely out of n and n̄ collinear fields respectively.

The contribution that matches onto the operators in Eqs. (137,138) will have two n-collinear

quark fields and two n̄-collinear quark fields with or without an extra n or n̄ collinear gluon.

In addition SCETII has graphs where one or more of the above fields simultaneously become

soft. Although we can formulate operators with soft fields in SCETII, they do not contribute

to the ρ⊥–π form factor in this frame. The zero-bin subtractions ensures that we will not

double count the region of momentum space that these other operators correctly describe.

Following Ref. [33] we note that we do not need to consider interpolating fields for hadrons

built out of mixed soft and collinear components. These interpolating fields do not have non-

perturbative poles as discussed earlier. Furthermore, in the Breit frame, an interpolating

field that is purely soft would only be needed for a different physical process than the one

we are considering (and would correspondingly require different current operators).

To simplify the presentation we define

δxy = δ(1−x−y) , δxyz = δ(1−x−y−z) . (143)

Using the computation of the tree level graphs done in Ref. [23], but including the
∑

p± "=0

terms with ø-distributions as described in the previous section, gives23

Fρπ(Q2) =
4παs(µ)

27Q4

∫

dx

∫

dy

∫

dz

∫

du

∫

dv

∫

dw

{

4fT
ρ fπµπ

δxyδuv φρ⊥(x, y)φp
π(u, v)

(y2)øvø
(144)

+fV
ρ mρfπ δxyδuv

[

g(v)
ρ⊥ (x, y)φπ(u, v)

xøyø(v2)ø
+

g(A)
ρ⊥ (x, y)φπ(u, v)

4xøyø(u2)ø(v2)ø

]

+
f 3A

ρ fπ

4
δuvδxyz φπ(u, v)φ3ρ(x, y, z)

×
[

8

(ȳ2x)øvø
+

2

(z̄zy)øvø
−

9

(ȳ2x)ø(v2)ø
−

1

(z̄zx)ø(v2)ø
−

1

(z ȳ2)ø(v2)ø

]

− fT
ρ f3π φ3π(u, v, w)φρ⊥(x, y) δuvwδxy

[

9

2(ū2v)ø(y2)ø
+

1

2(ū2w)ø(y2)ø
+

1

(ūvw)øyø

]

+ D-terms

}

,

where φ3ρ = φ3A
ρ − f 3V

ρ /f 3A
ρ φ3V

ρ . The “+ D-terms” factor indicates that at this order we

must also include the renormalized coefficients Di(µ+, µ−) for operators like the ones in

Eqs. (125,129) as demonstrated in Ref. [91]. The µ-dependence of the distributions is sup-

pressed for brevity. The range for the integrations are determined by the theta functions

in the non-perturbative distributions, which have support from [0, 1] in their respective mo-

mentum fraction variables. Any variable denoted with a bar is one minus itself, x̄ = 1 − x,

etc. For the three-body distributions we will have two convolution integrals left after using

the δ-functions, and the ø-distribution must in general be treated as two-dimensional. We

23 Note that we have not independently verified the calculations in Ref. [23].
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Using the computation of the tree level graphs done in Ref. [23], but including the
∑

p± "=0

terms with ø-distributions as described in the previous section, gives23

Fρπ(Q2) =
4παs(µ)

27Q4

∫

dx

∫

dy

∫

dz

∫

du

∫

dv

∫

dw

{

4fT
ρ fπµπ

δxyδuv φρ⊥(x, y)φp
π(u, v)

(y2)øvø
(144)

+fV
ρ mρfπ δxyδuv

[

g(v)
ρ⊥ (x, y)φπ(u, v)

xøyø(v2)ø
+

g(A)
ρ⊥ (x, y)φπ(u, v)

4xøyø(u2)ø(v2)ø

]

+
f 3A

ρ fπ

4
δuvδxyz φπ(u, v)φ3ρ(x, y, z)

×
[

8

(ȳ2x)øvø
+

2

(z̄zy)øvø
−

9

(ȳ2x)ø(v2)ø
−

1

(z̄zx)ø(v2)ø
−

1

(z ȳ2)ø(v2)ø

]

− fT
ρ f3π φ3π(u, v, w)φρ⊥(x, y) δuvwδxy

[

9

2(ū2v)ø(y2)ø
+

1

2(ū2w)ø(y2)ø
+

1

(ūvw)øyø

]

+ D-terms

}

,

where φ3ρ = φ3A
ρ − f 3V

ρ /f 3A
ρ φ3V

ρ . The “+ D-terms” factor indicates that at this order we

must also include the renormalized coefficients Di(µ+, µ−) for operators like the ones in

Eqs. (125,129) as demonstrated in Ref. [91]. The µ-dependence of the distributions is sup-

pressed for brevity. The range for the integrations are determined by the theta functions

in the non-perturbative distributions, which have support from [0, 1] in their respective mo-

mentum fraction variables. Any variable denoted with a bar is one minus itself, x̄ = 1 − x,

etc. For the three-body distributions we will have two convolution integrals left after using

the δ-functions, and the ø-distribution must in general be treated as two-dimensional. We

23 Note that we have not independently verified the calculations in Ref. [23].
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FIG. 16: Graphs for matching onto the ρ–π electromagnetic form factor. To obtain the full set

of diagrams one must add graphs with the gluon exiting to the right (the left-right mirror images
of c) through n) not flipping the direction of the arrows). Then to this entire set one must add
the graphs with the current insertion on the other quark line (which can be obtained by charge

conjugation).

〈

π+
n̄ (p′)

∣

∣T µν
3 (u, v, w)

∣

∣0
〉

= n·p′ f3π εµν
⊥

δ(1−u−v−w)

2w
φ3π(µ, u, v, w) , (141)

〈

0
∣

∣V µ
3 (x, y, z)

∣

∣ρ+
n⊥(p, ε)

〉

= −n̄·p fV
3ρε

µ
⊥

δ(1−x−y−z)

2z
φV

3ρ(µ, x, y, z) ,

〈

0
∣

∣Aµ
3 (x, y, z)

∣

∣ρ+
n⊥(p, ε)

〉

= i n̄·p fA
3ρε

µν
⊥ ε⊥ν

δ(1−x−y−z)

2z
φA

3ρ(µ, x, y, z) ,

where εµν
⊥ = εµναβn̄αnβ/2 (which switches sign under n ↔ n̄). In comparing to Ref. [90] note

that we took (fV mV V)LPW = −f 3V
ρ φ3V

ρ and (fV mV A)LPW = fA
3ρφ

A
3ρ which agrees with the

notation in Ref. [23]. To compare with the other notation in Ref. [23], note that (ϕA
π )CZ =

φπ/2, (ϕp
π)CZ = φp

π/2, (ϕ3π)CZ = φ3π, (ϕT
ρ )CZ = φρ⊥/2, (ϕV,⊥

ρ )CZ = g(v)
ρ⊥ /2, (ϕA,⊥

ρ )CZ =

(1−2z)g(a) ′
ρ⊥ (z)/4 = g(A)

ρ⊥ (z)/2.

To connect the operators in Eq. (138) to the process γ∗ρ+
⊥ → π+ we must match the full

theory diagrams shown in Fig. 16 onto SCETII . The graphs in Fig. 16a-b must be expanded

to NLO. The graphs in Fig. 16c-f can be obtained from graphs a) and b) by using the tree

level relation between the QCD and SCETII fields in place of the lowest order spinor in the

LO part of these diagrams:

ψ = W
[

1 +
1

P̄
i /Dn⊥

n̄/

2

]

(W †ξn) . (142)

Graphs g) through n) require separate computations.

In matching these graphs onto SCETII we can make different assumptions for the scaling

of the external lines. We work in the Breit frame and take the interpolating field for the
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Annihilation in B-Decays

new physics in penguins? B → ππ, B → Kπ
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cd) P
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M1M2 H(x, y)

π−K(∗)+, ρ−K(∗)+ −ãd
4(y, x)

π0K(∗)0, ρ0K(∗)0 1√
2

ãd
4(y, x)

π−π+, π−ρ+, ρ−π+, ρ−ρ+ −ãs
1(x, y) − ãs

3(x, y) − ãs
3(y, x)

π0π0, π0ρ0, ρ0ρ0
[

1
2 ãs

1(x, y) + ãs
3(x, y)

]

+
[

x ↔ y
]

K(∗)−K(∗)+ −ãs
1(x, y) − ãs

4(y, x) − ãs
3(x, y) − ãs

3(y, x)

K̄(∗)0K(∗)0 ãs
3(x, y) + ãs

3(y, x) + ãs
4(y, x)

TABLE III: Hard functions for B̄s decays for the annihilation amplitude A(1)
Lann in Eq. (23).

n

na) b) c) d)

soft

x
x

y
y

FIG. 2: Tree level annihilation graphs for B → M1M2 decays. Here soft, n, n̄ denote quarks that
are soft, n-collinear, and n̄-collinear respectively.

where the ø-notation and term involving the Wilson coefficient d(µ±) are discussed below.

Note that the coefficients a3u,3c,4u,4c,7,8 are polluted in the sense of Ref. [5], meaning that

O(α2
s) matching results proportional to the large coefficients C1,2 could compete numerically.

The others are not polluted: a1u,2u involve C1,2 at O(αs), while a1c,2c,5,6 only get contributions

from electroweak penguins. Our results for the diagrams in Fig. 2 agree with Refs. [7, 10].

This includes the appearance of the combinations of momentum fractions in the functions

F (x, y) and F (ȳ, x̄), up to ø-distribution and d-term. For later convenience we define moment

parameters which convolute the hard coefficients with the distributions

βM1M2

iu =

∫ 1

0

dx dy [aiu(x, y)+κai+4(x, y)] φM1(y)φM2(x) ,

βM1M2

ic =

∫ 1

0

dx dy [aic(x, y)+κai+4(x, y)] φM1(y)φM2(x) . (26)

In Eq. (25) the subscript ø denotes the fact that singular terms in convolution integrals

are finite in SCET due to the MS-factorization which involves convolution integrals such as

∑

x, x′ $=0

∫

dxr dx′
r δ(1−x−x′)

φM(x, x′, µ)

x̄2
, (27)

where x(′) and x(′)
r correspond to label and residual momenta [18]. Implementing x $= 0 and

x′ $= 0 requires zero-bin subtractions and divergences in the rapidity must also be regulated.
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I. INTRODUCTION

Nonleptonic charmless B decays are important probes of the standard model. They

are sensitive to the CP violating phase γ (or α) via the interference of tree and penguin

contributions, and to possible new physics that could modify the penguin amplitudes. They

also provide a powerful laboratory to study strong interactions, the understanding of which

is crucial if one is to claim sensitivity to new physics in these decays.

The theory of nonleptonic B decays underwent important progress in the last few years.

Factorization theorems for B → MM ′ decays have been proven to all orders in αs at leading

order in Λ/mb, for decays when M is a light (charmless) meson and M ′ is either charmed

or charmless [1, 2, 3, 4, 5]. Here Λ ∼ ΛQCD ∼ 500 MeV denotes a typical hadronic scale. An

important difference between the various approaches to making predictions for the charmless

B → M1M2 decay rates [2, 5, 6, 7, 8, 9, 10, 11, 12, 13] is how certain O(Λ/mb) power

suppressed corrections are treated. In particular, it was observed that so-called annihilation

diagrams (as in Fig. 2) give rise to divergent convolution integrals if one attempts calculating

them using conventional factorization techniques [7]. In the KLS (or pQCD) approach [7],

these are rendered finite by k⊥ dependences, which effectively cut off the endpoints of the

meson distribution functions. KLS found large imaginary parts from the jet scale,
√

mbΛ,

from propagators via Im [xm2
b − k2

⊥ + iε]−1 = −πδ(xm2
b − k2

⊥) [14]. They also found that

for the physical value of mb the power suppression of these terms relative to the leading

contributions was not very significant. In the BBNS (or QCDF) approach [2, 10, 11], the

divergent convolutions are interpreted as signs of infrared sensitive contributions, and are

modeled by complex parameters, XA =
∫ 1

0 dy/y = (1 + ρAeiϕA) ln(mB/Λ), with ρA ≤ 1 and

an unrestricted strong phase ϕA. In Ref. [15] annihilation diagrams were investigated in the

soft-collinear effective theory (SCET) [16] and parameterized by a complex amplitude. When

annihilation is considered in SU(3) flavor analyses a complex parameter is also used [17]. In

the absence of a factorization theorem for annihilation contributions, a dimensional analysis

based parameterization with Λ/mb magnitude and unrestricted strong phases is a reasonable

way of estimating the uncertainty. In order not to introduce model dependent correlations,

a new parameter could be used for each independent channel.

It was recently shown by Manohar and Stewart [18] that properly separating the physics

at different momentum scales removes the divergences, giving well defined results for convo-

lution integrals through a new type of factorization which separates modes in their invariant

mass and rapidity. The analysis involves a minimal subtraction with the zero-bin method

to avoid double counting, and with the regulation and subtraction of divergences for large

p+ and p− momenta that behave like ultraviolet divergences. Additional subtractions would

correspond to scheme dependent terms, so the minimal subtraction is the usual and sim-

2

regulate singularity
      with k⊥

Beneke, Buchalla,
Neubert, Sachrajda

model singularity
as non-factorizable

I. INTRODUCTION

Nonleptonic charmless B decays are important probes of the standard model. They

are sensitive to the CP violating phase γ (or α) via the interference of tree and penguin

contributions, and to possible new physics that could modify the penguin amplitudes. They

also provide a powerful laboratory to study strong interactions, the understanding of which

is crucial if one is to claim sensitivity to new physics in these decays.

The theory of nonleptonic B decays underwent important progress in the last few years.

Factorization theorems for B → MM ′ decays have been proven to all orders in αs at leading

order in Λ/mb, for decays when M is a light (charmless) meson and M ′ is either charmed

or charmless [1, 2, 3, 4, 5]. Here Λ ∼ ΛQCD ∼ 500 MeV denotes a typical hadronic scale. An

important difference between the various approaches to making predictions for the charmless

B → M1M2 decay rates [2, 5, 6, 7, 8, 9, 10, 11, 12, 13] is how certain O(Λ/mb) power

suppressed corrections are treated. In particular, it was observed that so-called annihilation

diagrams (as in Fig. 2) give rise to divergent convolution integrals if one attempts calculating

them using conventional factorization techniques [7]. In the KLS (or pQCD) approach [7],

these are rendered finite by k⊥ dependences, which effectively cut off the endpoints of the

meson distribution functions. KLS found large imaginary parts from the jet scale,
√

mbΛ,

from propagators via Im [xm2
b − k2

⊥ + iε]−1 = −πδ(xm2
b − k2

⊥) [14]. They also found that

for the physical value of mb the power suppression of these terms relative to the leading

contributions was not very significant. In the BBNS (or QCDF) approach [2, 10, 11], the

divergent convolutions are interpreted as signs of infrared sensitive contributions, and are

modeled by complex parameters, XA =
∫ 1

0 dy/y = (1 + ρAeiϕA) ln(mB/Λ), with ρA ≤ 1 and

an unrestricted strong phase ϕA. In Ref. [15] annihilation diagrams were investigated in the

soft-collinear effective theory (SCET) [16] and parameterized by a complex amplitude. When

annihilation is considered in SU(3) flavor analyses a complex parameter is also used [17]. In

the absence of a factorization theorem for annihilation contributions, a dimensional analysis

based parameterization with Λ/mb magnitude and unrestricted strong phases is a reasonable

way of estimating the uncertainty. In order not to introduce model dependent correlations,

a new parameter could be used for each independent channel.

It was recently shown by Manohar and Stewart [18] that properly separating the physics

at different momentum scales removes the divergences, giving well defined results for convo-

lution integrals through a new type of factorization which separates modes in their invariant

mass and rapidity. The analysis involves a minimal subtraction with the zero-bin method

to avoid double counting, and with the regulation and subtraction of divergences for large

p+ and p− momenta that behave like ultraviolet divergences. Additional subtractions would

correspond to scheme dependent terms, so the minimal subtraction is the usual and sim-
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Apply rapidity factorization:

Here we integrated out c and b quarks in the sum over flavors, so the remaining sums are over

q = u, d, s and q′ = u, d, s. For the ∆S = 0 effective Hamiltonian with Wilson coefficients

a(d)
i (ωj) we use the notation

HW =
4GF√

2

∑

n,n̄

∫

[dω1dω2dω3dω4]
∑

i=1−8

ad
i (ωj) O(1L)

id (ωj) . (18)

To pull the CKM structures out of the SCET Wilson coefficients we write

ad
i (ωj) =

{

λ(d)
u aiu(ωj) + λ(d)

c aic(ωj) [i = 1, 2, 3, 4] ,

(λ(d)
u + λ(d)

c ) ai(ωj) [i = 5, 6, 7, 8] ,
(19)

where λ(d)
p = VpbV ∗

pd. Identical definitions for as
i are made by replacing λ(d)

u → λ(s)
u and

λ(d)
c → λ(s)

c . For i = 5, 6, 7, 8 only penguin operators contribute.

Next we take the B → M1M2 matrix element of HW . The factorization properties of

SCET yield

〈M1M2|O(1L)
1d |B〉 =

2

m3
b

∑

q 〈M1|ūn̄,ω2/nPL qn̄,ω3
|0〉〈M2|q̄n,ω1

/̄nPLun,ω4
|0〉〈0|d̄sPRbv|B〉

+
{

M1 ↔ M2

}

, (20)

with similar results for the other O(1L)
id terms. Here the {M1 ↔ M2} indicates terms where

the flavor quantum numbers of the M2 state match those of the n̄-collinear operator. The

matrix elements in Eq. (20) are zero for transversely polarized vector mesons in agreement

with the helicity counting in Ref. [30]. Equation (20) can be evaluated using Eq. (16) and

〈Pn1
(p)|q̄(f)

n,ω /̄nPL,R q(f ′)
n,ω′ |0〉 =

±i fP

2
cPff ′ δnn1

δ(n̄·p−ω+ω′) φP (y) ,

〈Vn1
(p, ε)|q̄(f)

n,ω /̄nPL,R q(f ′)
n,ω′ |0〉 =

ifV mV n̄·ε
2 n̄·p

cV ff ′ δnn1
δ(n̄·p−ω+ω′) φV‖

(y) . (21)

Here f, f ′ are flavor indices, φP (y) and φV‖
(y) are the twist-2 light-cone distribution functions

for pseudoscalars and vectors, y = ω/n̄ · p = ω/mb, and cPff ′ , cV ff ′ are Clebsch-Gordan

coefficients. For the M2 mesons, Pn2
and Vn2

, we have the same equation with n ↔ n̄,

and y → x. Since the PL,R only induce ± signs in the pseudoscalar matrix element, it is

convenient to define

ãd
1 = ad

1 + κad
5 , ãd

2 = ad
2 + κad

6 , ãd
3 = ad

3 + κad
7 , ãd

4 = ad
4 + κad

8 , (22)

with similar definitions for ãs
i . Here κ = +1 for PP , V V , and κ = −1 for PV channels.

Using these results, the O(Λ/mb) local annihilation amplitudes are

A(1)
Lann(B̄ → M1M2) =

GFfBfM1
fM2√

2

∫ 1

0

dx dy H(x, y) φM1(y)φM2(x) . (23)

12

−
∫ 1

0
dy

∫ 1

0
dx

φM1(y)φM2(x)
y(x− xy − 1)

∝
∫ 1

0
dy

[
φM1(y)

y

][ ∫ 1

0
dx

φM2(x) + x̄φ′M2
(1)

x̄2
+ φ′M2

(1)
{

ln
(p−M2

µ−

)
+ D(µ−)

}]

well defined
and REAL



Annihilation is real at lowest order
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FIG. 1: Three types of factorization contributions to annihilation amplitudes which are the same

order in η = ΛQCD/mb. a) shows Q(4)
i which has ≥ 1 hard gluon and factorizes at the scale

mb. The rapidity parameter, ζ = p−/p+, controls the MS-factorization between soft momenta

(B), n-collinear momenta (M2), and n̄-collinear momenta (M1). b) shows the time-ordered prod-

uct Q(2)
i L(1)

ξq , which involves factorization at mb and
√

mbΛ. c) shows the time-ordered product

Q(1)
i [L(1)

ξq ]3, which factorizes at the scale
√

mbΛ and does not need a hard gluon. Graphs a) and b)
are of order αs(µh), while c) is αs(µi)2.

power corrections to B → M1M2 is listed in Table I. A subset of these terms contribute

to the annihilation amplitudes. To see which, we note that terms with a Q(0,1)
i and only

one L(1)
ξq do not contribute to annihilation at either leading or next-to-leading order; the

weak operator is not high enough order in λ to contain an extra n–n̄ pair, and there are

not enough Lξq’s to produce the pair through a soft quark exchange. To rule out these

terms it was important that we are not considering isosinglet final states, which receive

emission annihilation contributions already at leading order. The term Q(2)
i [L(1)

ξq ]2 does not

contribute to annihilation because we find that all annihilation type contractions are further

power suppressed when matched onto SCETII.

Time-ordered products with either a Q(j≥2) or with three Lξq’s do contribute to annihi-

lation. Examples of these two types are shown in Figs. IIb and IIc. Compared to Q(4)
i , only

the time-ordered product Q(2)L(1)
ξq contributes at lowest order in αs. For terms with three

Lξq’s, all graphs have at least two contracted hard-collinear gluons and so are O(α2
s(µi)).

Graphs with a Q(2,3) start with one αs(µh), and will have an additional αs(µi) from a hard

collinear gluon, unless it remains uncontracted in matching onto SCETII. The uncontracted

gluon costs an additional λ in the matching onto SCETII, so only the time-ordered product
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mbΛ and does not need a hard gluon. Graphs a) and b)
are of order αs(µh), while c) is αs(µi)2.

power corrections to B → M1M2 is listed in Table I. A subset of these terms contribute

to the annihilation amplitudes. To see which, we note that terms with a Q(0,1)
i and only

one L(1)
ξq do not contribute to annihilation at either leading or next-to-leading order; the

weak operator is not high enough order in λ to contain an extra n–n̄ pair, and there are

not enough Lξq’s to produce the pair through a soft quark exchange. To rule out these

terms it was important that we are not considering isosinglet final states, which receive

emission annihilation contributions already at leading order. The term Q(2)
i [L(1)

ξq ]2 does not

contribute to annihilation because we find that all annihilation type contractions are further

power suppressed when matched onto SCETII.

Time-ordered products with either a Q(j≥2) or with three Lξq’s do contribute to annihi-

lation. Examples of these two types are shown in Figs. IIb and IIc. Compared to Q(4)
i , only
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ξq contributes at lowest order in αs. For terms with three

Lξq’s, all graphs have at least two contracted hard-collinear gluons and so are O(α2
s(µi)).

Graphs with a Q(2,3) start with one αs(µh), and will have an additional αs(µi) from a hard
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power corrections to B → M1M2 is listed in Table I. A subset of these terms contribute

to the annihilation amplitudes. To see which, we note that terms with a Q(0,1)
i and only

one L(1)
ξq do not contribute to annihilation at either leading or next-to-leading order; the

weak operator is not high enough order in λ to contain an extra n–n̄ pair, and there are

not enough Lξq’s to produce the pair through a soft quark exchange. To rule out these

terms it was important that we are not considering isosinglet final states, which receive

emission annihilation contributions already at leading order. The term Q(2)
i [L(1)

ξq ]2 does not

contribute to annihilation because we find that all annihilation type contractions are further

power suppressed when matched onto SCETII.

Time-ordered products with either a Q(j≥2) or with three Lξq’s do contribute to annihi-

lation. Examples of these two types are shown in Figs. IIb and IIc. Compared to Q(4)
i , only

the time-ordered product Q(2)L(1)
ξq contributes at lowest order in αs. For terms with three

Lξq’s, all graphs have at least two contracted hard-collinear gluons and so are O(α2
s(µi)).

Graphs with a Q(2,3) start with one αs(µh), and will have an additional αs(µi) from a hard

collinear gluon, unless it remains uncontracted in matching onto SCETII. The uncontracted

gluon costs an additional λ in the matching onto SCETII, so only the time-ordered product
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A soft rescattering annihilation 
contribution DOES have a strong
phase, but is one higher order in αs

in αs expansion



Summary
•

•

•

•

•

Differential formulation of continuum EFT

Resolves singularities.

Interesting applications in B-physics and 
   to processes with hard scattering

Future

k⊥-dependent parton distribution functions

Lots of phenomenology to examine.

• Application to other EFT’s

new tools for thinking about field theory modes



THE  END


